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Abstract

Why are certain issues addressed by markets, others by politics, and others by courts? Why do hybrid

institutions such as independent regulatory agencies, judicial review, and private arbitration courts also

exist? Why are certain issues addressed at the local levels, while others at the federal level? This paper

explains how to use the calculus of consent model to answer such questions, and argues that the calculus

of consent provides the general framework for explaining all institutional diversity. Institutional efficiency

is defined as the difference between the de facto decision rule, as it exists thanks to actual institutions,

and the optimal calculus of consent rule. To analyze institutional change and political reform, one looks

at whether various available collective choice mechanisms can in fact change the de facto decision rule,

bringing it closer to the optimal rule.
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1 Introduction

Markets, democratic politics, and courts can be seen as varieties of non-violent methods for managing

or preventing conflicts, and for distributing resources peacefully. But why are certain issues addressed by

markets, others by politics, and others by courts? Why do hybrid institutions such as independent regulatory

agencies, judicial review, and private arbitration courts also exist? Why are certain issues addressed at the

local levels, while others at the federal level? The economic literature on conflict emphasizes why conflict

resolution institutions tend to be created, and illustrates how some specific institutions are accomplishing

this task (Tullock, 1974; Nye, 1997; Hirshleifer, 2001; Fearon, 1995; Filson and Werner, 2002; Reiter, 2003;

Smith and Stam, 2004; Powell and Stringham, 2009; Leeson, 2006; Leeson et al., 2006; Arena, 2010). What

is usually left out is the question about institutional diversity. What underlining factors explain not just the

emergence of institutions limiting conflict and securing a certain level of prosperity, but also the observed

diversity of those methods for conflict prevention and resolution?

To some extent, such questions have been addressed by authors like Fuller (1978), Ostrom (1987), Ostrom

(2005) or Aligica (2014), but no general theory of institutional diversity has been proposed so far. Djankov

et al. (2003) come closest to providing such a framework. They introduce a method of institutional analysis

based on what they call the “institutional possibilities frontier” (IPF), which sets a trade-off between the

costs due of private disorder and the costs of authoritarian rule. In its original form, the IPF construct is

useful for dealing with a special case of the problem, the problem of “expert rule”, but cannot deal well with

the problem of institutional diversity in general. Moreover, at least so far, their approach is to a large extent

only a device for creating “just so” stories. For it to be more than that we need a method for determining

the IPF.

The main theoretical claim of this paper is that the calculus of consent model (Buchanan and Tullock,

1999; Wagner, 1988), can be used to get a better and more precise understanding of polycentricity, and, as a

result, it provides the broad conceptual key for understanding institutional diversity — the key to explaining

all institutions and not just the American democracy. In particular, it can be used to obtain a less ad hoc

perspective on the IPF, while at the same time generalizing the idea to apply to more than just the problem

of expert rule.

One can understand the role of the calculus of consent in institutional analysis, and its generality, by

thinking of it as nothing but Coase’s theorem with positive transaction costs, along the lines of Coase’s

(1960) own approach in the original paper and of the Wicksellian approach to political economy (Buchanan,

1987; Wagner, 1988; Besley, 2007; Boettke, 2012, chapter 17). The zero-transaction costs Coase theorem

simply describes the manner in which all market failures would be internalized by bargaining in an idealized
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environment in which time constraints are not an issue. Given enough time, bargaining would indeed be

sufficient to create the most efficient institutions. Because conflict is wasteful, people have an incentive to

find ways to eliminate it (Tullock, 1974; Hirshleifer, 2001; Arena, 2010). Adding the positive transaction costs

of bargaining to the Coasian model, i.e. allowing for realistic time constraints, amounts to acknowledging

the existence of collective decision costs. But Buchanan & Tullock take a step further from Coase by

assuming that, precisely because one-on-one bargaining would be very costly, communities create other

collective choice institutions that approximate the hypothetical outcome of bargaining. This is the meaning

of Buchanan & Tullock’s idea of “conceptual unanimity”.

In “The Quest for Meaning in Public Choice”, Ostrom and Ostrom (2004) pointed out that their research

program got off the ground precisely thanks to The Calculus of Consent which “gave us basic tools for ac-

quiring some analytical leverage in addressing particular problems that people are required to address about

public affairs”. Indeed, the work of the Bloomington School can be understood as nothing but a detailed

exploration into the mechanisms by which people devise institutions for lowering decision costs and/or exter-

nal costs, i.e. for increasing the efficiency of their institutions thanks to the work of “public entrepreneurs”

(Oakerson & Parks 1988). In Ostrom & Ostrom’s (2004) words, Buchanan & Tullock’s “principle of concep-

tual unanimity gave meaning to what [we] had observed and what was accomplished”. For example, when

Elinor Ostrom studied water management in West Basin, California, she found that adjudicating water

rights was driven by intuitive considerations of “equity jurisprudence”, which can be understood as seeking

“to achieve conceptual unanimity in establishing the nature of the problem, in adjudicating water rights, in

formulating the rules that were constitutive of water user associations, the way they related to one another,

and in monitoring performance”. Numerous other studies went along very similar lines, and with similar

conclusions (Ostrom, 1990, 2005; Ostrom et al., 1994; McGinnis, 1999a,b).

We can interpret the idea of effective collective-choice arrangements to mean that the actual decision

rules prevalent in the community for various issues are close to the calculus of consent optimal rules for

those issues. Successful institutions are those that approximate the calculus of consent optimal decision

rule. As Vincent Ostrom (1997) has put it, although exploitation and power relations persist, “I have come

to the conclusion, however, that democratic societies are necessarily placed at risk when people conceive

of their relationships as being grounded on principles of command and control rather than on principles of

self-responsibility in self-governing communities of relationships” (p. 4). Note that he is making primarily a

positive claim about what kinds of institutional arrangements tend to survive over the long-term. Although,

arguably, Stigler (1992) is going too far in assuming that all “enduring institutions” are efficient in all their

details, one can still make an evolutionary argument about a broad and imperfect tendency of societies to

zero-in on certain efficient “design principles” (Wilson et al., 2013).
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The Calculus of Consent has thus played a critical role in the origins of the Bloomington School providing

one of the essential conceptual guidelines for their research program. However, we hold that the fruitful

mixes between the Bloomington School of New Institutional Economics and the Virginia School of Political

Economy are far from being exhausted. In what follows, we provide an overview of the importance of

polycentricity and self-governance as part of Ostrom’s “design principles”; provide a more rigorous model

for the calculus of consent; show how to use the calculus of consent to better understand, and perhaps

even measure, the degree of polycentricity and self-governance; and use this rigorous calculus of consent

model to reconstruct Fuller’s (1978) arguments about why certain issues are addressed by markets, others

by democratic politics, others by courts, and others by hybrid intitutions.

In analyzing institutional change and the potential for political reform, one can follow a three-step proce-

dure: (1) Estimate the optimal calculus of consent decision rule/s regarding the issue/s under consideration.

This means that one should estimate how collectivized should decision-making be about that issue, and who

should be part of the decision-making group. (2) Analyze the existing institutions, in order to understand

the extent to which their de facto decision rules departs from optimal calculus of consent decision rules.

This can be quite complicated, involving an analysis of institutional constraints and the nature of compound

institutions. (3) Analyze the existing collective action mechanisms and the pressures created by institutional

competition, in order to see to what extent a move closer to the calculus of consent optimum is likely to

happen, and estimating the details of such a move (what is likely to change).

This paper develops the full theory regarding the first step, and illustrates this approach to institutional

analysis with a variety of examples (thus, giving a glimpse of how to perform step 2). The more normative-

tinted step 3 is outside the strict scope of this paper, but, nonetheless, one should bear in mind that the

ultimate goal of economic analysis is to grasp the possibilities of institutional reform (Buchanan, 1964). The

utility of institutional analysis ultimately depends on its usefulness for institutional development.

The next section takes a closer look at the connection between polycentricity and Ostrom’s “design prin-

ciples”. Section 3 lays out the calculus of consent model and connects it to the IPF perspective. Section 4

illustrates the model with a wide range of examples. Section 5 distinguishes between natural and institu-

tional polycentricity, and explains why natural polycentricity holds the key to understanding institutional

diversity. It then shows that two of the calculus of consent parameters correspond to natural and institu-

tional polycentricity, and provides the full theory of institutional diversity. Section 6 concludes by pointing

to a variety of possible applications of this approach to institutional diversity, and highlighting some of the

empirical challenges and difficulties.
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2 “Design principles” for sustainable development

The complexity of most institutional arrangements and social phenomena raises often insurmountable diffi-

culties with respect to the task of institutional reform and of managing or planning institutional transitions

(E. Ostrom 2008). Consequently, institutional change necessarily involves the interplay between formal in-

stitutions and local culture, and a large element of unplanned evolution and bottom-up emergence (Boettke

1996; Boettke, Coyne & Leeson 2008). The question becomes, under what conditions can we reasonably

expect a non-market spontaneous order to lead to long-term and sustainable growth? One of Elinor Ostrom

and collaborators’ major successes has been to address this question both theoretically and empirically. Os-

trom’s “design principles” offer a set of universal heuristics, applicable across a wide diversity of institutional

arrangements. When the existing institutions comply with those “design principles”, sustainable growth is

more likely to occur. But the “design principles” are not defined very rigorously. Among them, the most

vague and least well understood is the existence of a “certain level” of self-governance. Moreover, institu-

tional evolution is said to be facilitated by an overall framework of “polycentricity”. Yet, polycentricity is

notoriously difficult to measure or evaluate. Before developing a more rigorous perspective on the meaning

of self-governance and polycentricity, let us briefly review the “design principles” and their importance.

These “design principles derived from studies of long-enduring institutions for governing sustainable

resources” (E. Ostrom 2005: p. 259) give us a broad perspective about institutional efficiency. These design

principles do not point to a single set of universal rules, but are broad ideas mainly about how to design

different kinds of systems of operational and collective choice rules under different contexts characterized by

different sources of uncertainty. They are a set of institutional heuristics that have been shown empirically

Ostrom (1990); ? and theoretically Wilson et al. (2013) to lead to sustainable development.

The design principles are (E. Ostrom, 1990: p. 90; 2005: p. 259; Wilson, E. Ostrom & Cox 2013): (1)

Clearly defined boundaries for using scarce resources; (2) Proportionality between the benefits and costs of

various actors; (3) Most individuals affected by the rules are included in the collective choice group that

can modify these rules; (4) Monitors and enforcers of rules are accountable for their actions; (5) Graduated

sanctions for breaking the rules; (6) Access to low-cost local arenas for conflict-resolution providing decisions

perceived as fair; (7) External governmental authorities recognize, at least to some extent, the right to

self-organize at the local levels; (8) “Appropriation, provision, monitoring, enforcement, conflict resolution,

and governance activities are organized in multiple layers of nested enterprises” (E. Ostrom 2005: p. 259).

The last two design principles refer to the ideas of self-governance and polycentricity. We can separate the

arguments for polycentricity and self-governance in two sets: arguments from efficiency, and arguments from

resilience. To some extent there is a trade-off between efficiency and resilience because optimizing rules
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based on past experience only accounts for the known hazards, creating increased vulnerabilities to new

and unpredicted challenges (Carlson & Doyle 1999; 2000; 2002; Janssen, Anderies & E. Ostrom 2004; 2007;

Janssen & Anderies 2013; Aligica & Tarko 2013).

In a nutshell, the argument from efficiency is that different common-pool resources are best managed at

different scales. It is thus inefficient to have a governing body at a fixed geographic scale, and to assign to

this governing body a large host of responsibilities about managing many different common-pool resources

(E. Ostrom [1972] in McGinnis 1999; Ostrom, Bish & Ostrom, 1988; Oakerson, 1999; Aligica & Boettke,

2009; Aligica & Tarko, 2012). The alternative is polycentricity, which E. Ostrom (2005: p. 183) introduces

in the following way: “By polycentric I mean a system where citizens are able to organize not just one

but multiple governing authorities at differing scales. ... Each unit exercises considerable independence to

make and enforce rules within a circumscribed domain of authority for a specified geographical area. In a

polycentric system, some units are general-purpose governments while others may be highly specialized. ...

In a polycentric system the users of each common-pool resource would have some authority to make at least

some of the rules related to how that particular resource will be utilized.”

The following analogy due to Walter Oi illustrates why polycentric organization tends to be more efficient

than centralization. It used to be the case that only large pies were only sold, and “when all frozen pies

had 12 inch diameters, apple was the most popular flavor – but when 7 inch pies came on the market, apple

immediately fell to something like fifth place. [Oi’s] explanation: When you’re buying a 12 inch pie, the whole

family has to agree on a flavor, and apple wins because it’s everyone’s second choice. With 7 inch pies, family

members each get their pick, and almost nobody chooses apple.” (Landsburg 2013). To the extent that eating

your own preferred pie doesn’t create significant negative externalities to other people, it is more efficient to

have the smaller pies. For the exact same reason, to the extent that smaller scale jurisdictions don’t create

significant negative externalities to the other jurisdictions, it is more efficient to have institutional diversity

rather than centralized consolidation. So, the polycentric system involves many numerous independent and

often overlapping jurisdictions, but operating under an over-arching system of norms and/or rules, which

manages the possible externalities and sets the framework for an overall cooperative arrangement between

the jurisdictions (Aligica & Tarko 2012). Besides efficiency considerations, a polycentric system is also more

resilient: “Because polycentric systems have overlapping units, information about what has worked well in

one setting can be transmitted to others who may try it out in their settings. ... [W]hen small systems fail,

there are larger systems to call upon – and vice-versa.” (E. Ostrom 2005: p. 183). Thus, the polycentric

organization creates the conditions for experimentations with different systems of rules, but, also, creates

redundancies.

Such redundancies have sometimes been interpreted as signs of inefficiency and have been used as ar-

6



guments for administrative consolidation. In the key metropolitan debate, the claims of inefficiency have

been contested (for a review see Aligica & Boettke 2009; Aligica & Tarko 2012; Boettke, Palagashvili &

Lemke 2013), but even if one would accept some of them, the argument about resilience would still remain.

A polycentric arrangement, as opposed to “institutional monocropping” (E. Ostrom, 2008), can be less ef-

ficient than the situation in which all communities implement the best possible system of rules. However,

such a situation is often unrealistic for two reasons. (a) there simply is no universal set of rules that is

optimal for all systems, as different societies often face different kinds of uncertainties and need to adapt

their institutional structure to fit this diverse array of challenges (Carlson & Doyle 1999; Anderies, Jassen

& E. Ostrom 2004; 2007; Aligica & Tarko 2013). (b) Even if or when such a universal system of optimal

rules may exist, institutional monocropping would still be a vulnerable solution on the long term. As new

challenges are always on the horizon, a large uniform system would be affected at a large scale by all these

challenges. By contrast, in a polycentric system only some sub-systems are affected at one moment in time,

and, thanks to redundancies, even those affected sub-systems can receive help from the others. Polycentricity

thus contains the scale of unpredictable crises to more manageable levels. Although this may be inefficient

over the short-term, it is more resilient over the long term.

Self-governance is the simple operational principle that creates the institutional diversity of a polycentric

system. The “minimal recognition of rights to organize” leads to a situation in which a variety of approaches

to similar problems are available at all times. This is the main way in which the limits of reason and foresight

in regard to complex social issues can be overcome – by means of experimentation and imitation of success

stories from one community to another. A variety of institutional systems is more likely to diminish the

search time for effective rules, when abstract reason alone cannot possibly satisfactorily analyze the situation:

variety is better at generating new institutional solutions to difficult challenges and, thus, it is more likely to

enhance overall robustness. As Folke et al. (2002) put it, in the face of challenges, “resilient systems contain

the components needed for renewal and reorganization”, and the only way in which they are endowed with

such a coping ability is to host “diversity – of species, of human opportunity, and of economic options”.

Importantly, self-governance is useful not just as a mechanism for institutional discovery, but also for

monitoring and enforcement purposes. Rules need enforcement in order to be “in-use” rather than merely

“in-form”, but in order for enforcement itself to be more than just “in-form”, monitors also need monitoring.

This seems to create a paradoxical infinite regress of monitors of monitors of monitors etc. Ostrom and

collaborators’ answer to this dilemma is not speculative or purely theoretical, but empirical. They have

shown that self-governance alleviates this problem by creating a circle of rules rather than a linear hierarchy

(Ostrom, 2005: p. 265). For instance, in a group of agents where the agents themselves take turns at

being monitors, the problem is diminished to manageable levels because the monitor will now have a vested
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interest in making sure that the rules are followed and thus s/he will not need outside monitoring. Even

if the monitors are hired from outside the community, and the complexity of the system thus increases by

involving more people, the monitors would still have the desire to uphold the rules in order to satisfy the

demand of those who pay them.

Systems that depart at great lengths from self-governance tend not only to lack legitimacy, but also to

be rife with corruption, rent-seeking and wide-spread inefficiencies (Ostrom & Ostrom, 2004). It is always

important to consider both the incentive structure and the knowledge available to those responsible for

monitoring and enforcement, as well as for rule design in general. This “robust political economy” approach

(Boettke & Leeson 2004; Leeson & Subrick 2006; Pennington 2011; Boettke 2012) leads to the conclusion

that long-term sustainable development is promoted by an array of “design principles” that include self-

governance and polycentricity.

3 The calculus of consent model as a tool for institutional analysis

The calculus of consent model (Buchanan and Tullock, 1999; Wagner, 1988) rests on the minimization of

total expected cost of the collective decision-making system, T (n), which is defined as the sum of the external

costs function, E(n), and decision costs function, D(n). The external costs reflect the expected total harm

suffered by those who disagree with the collective decision but are forced to obey it, and the harm caused

by mistaken decisions. The decision costs are all the procedural costs involved in setting up the collective

decision-making process and in enforcing the decision. The variable n ∈ (0, 1] gives the range of possible

“decision rules”, i.e. it specifies the size of the majority required to pass a decision on the issue. For example,

n = 50% is the majority rule, and n = 67% is the super-majority rule.

The “optimal decision rule”, n∗, is the decision rule that minimizes total costs. The key idea for using the

calculus of consent as a tool for institutional analysis is this: Depending on the issue under consideration,

the external and decision costs can differ, and, hence, different issues have different optimal decision rules.

For this reason, different issues are addressed by means of different kinds of institutions, which implement

different de facto decision rules. For example, markets have very low decision rules, as a single person

can often singlehandedly take the decision; democratic politics usually operates under the majority rule;

regulatory agencies operate under lower-than-majority rules (the more independent they are, the lower the

rule); juries operate under unanimity rule; etc. This point of view is similar to the one made by Djankov

et al. (2003) that “[t]he shape of the IPF — and hence the efficient choice — varies across activities within

a society, as well as across societies”.

Buchanan & Tullock themselves have introduced a rudiment of this kind of institutional analysis (1999:
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pp. 83-4 and chapter 5). In their example, they compare the costs of private action with the costs of “adverse

collective decisions”. Depending on which one is lower, and assuming a certain tendency towards efficiency,

the issue is more likely to be addressed by private property institutions or by government action. More

generally, however, we can compare the optimal rule for a variety of institutions, rather than just for private

property and government action. This is exactly what this paper does.

The standard problem raised by the calculus of consent is determining the optimal decision rule, given

the external and decision costs. But in applying the model to institutional analysis, we need to compare this

hypothetical optimum with the de facto rule. The de facto decision rule may get to approximate the optimal

rule by three different routes: (1) A direct route, in which the de facto institutions simply implement the

optimal rule. For example, if the optimal rule is lower than 50%, logrolling may lower the de facto optimal

rule. Similarly, constitutional changes, which can have very high external costs, are usually implemented

with super-majorities in parliament (although by majority rule in popular referenda). (2) An indirect route,

in which the composition of the group (who gets to be part of the decision group) is changed. Some of the

examples below, such as federalism or private property, reflect this route. Technocracy and representative

democracy, as opposed to direct democracy, are also important examples of this route. (3) A compound

institutions route, in which several institutions, with different de facto decision rules, are involved in taking

the decision, and the resulting compound decision rule is somewhere in between. For example, judicial review,

involves compounding the majority rule of the legislative with the expert rule of the judiciary, leading to a

higher than majority, but lower than unanimity, compound rule.

The calculus of consent model provides a general bird’s eye view on institutional efficiency, and remains

generally agnostic about the exact underlining behavioral details of the bargaining processes by which insti-

tutions are actually created or changed. Riker’s (1962) theory of political coalitions, the theory of logrolling

(Buchanan & Tullock 1962: chapters 9-11; Tullock, Sheldon & Brady 2002: chapter 3), various theories of

political and social entrepreneurship (Wagner, 1966; Oakerson and Parks, 1988; Leeson and Boettke, 2009;

Boettke and Coyne, 2009a,b), and E. Ostrom’s “behavioral approach to the rational choice theory of col-

lective action” (Ostrom, 1998) provide additional details into the microeconomics of institutional design.

However, the broad equilibrium approach is sufficient for the present purposes. One can always go into

deeper details, but, due to space constraints, some approximations must be made.

Efficiency can of course be understood normatively, but Buchanan has taken quite a strong stance in

favor of interpreting efficiency as a purely descriptive tool for making predictions: “Appropriately thorough

analysis should include an examination of the institutional structure itself in a predictive explanatory sense.

... [E]fficiency ... becomes a prediction of results that will tend to emerge from the exchange process,

not a criterion for telling us what should be present in order to further some externally derived value
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norm.” (Buchanan, 1968, pp. 5-6). This paper does not take a strong stance on this matter. If one

is mainly concerned with prediction, one tends to use efficiency in the Buchanan-Stigler fashion. If one is

mainly concerned with institutional development, one tends to use efficiency more as a normative benchmark

(although not necessarily the only one) as in Ostrom’s approach.

To make either specific predictions or specific normative evaluations, we need, first and foremost, to

assume empirically valid functional forms for the external and decision costs functions. Buchanan & Tullock

assume that external costs are a monotonically decreasing function of n, such as this:

E(n) = E02−n/NE (1)

Others have argued in favor of using U-shaped external costs, in order to account for the fact that rejecting

efficient proposals also creates a cost — the larger the deciding majority, the larger the likelihood that it will

fail to adopt some good measures (Guttman, 1998). Similarly, if one takes seriously the hold-out problem,

one is led to an external cost function that rapidly increases in the range of large n (Robert Bish, personal

communication). Finally, for a group of people who have very strong collectivist preferences (like those

opting to live in a kibbutz), the external cost function may also be U-shaped because close to unanimous

decisions would be disturbingly individualistic to them (Shruti Rajagopalan, personal communication). No

such complications are considered here, but they may be important in actual applications. For what it’s

worth, in my view, such issues should be included in the decision costs, and not in the external costs, but

this argument will have to wait for another day.

The decision costs are a monotonically increasing function of n:

D(n) = D02n/ND (2)

The calculus of consent parameters, whose numerical values differ from issue to issue, are as follows:

E0 are the maximal external costs and D0 are the minimal decision costs (if the decision is dictatorially

taken by a single person), NE is the size of the decision group at which external costs become half of the

E0 maximum, and ND is the size of the decision group at which decision costs become double of the D0

minimum. E0 and D0 are level effects, while NE and ND are marginal effects.

The total cost is:1

T (n) = E02−n/NE +D02n/ND (3)

1If one prefers to define the parameters NE and ND not as half-size or double-size, but as some other
multiples, mE and mD, the ′2′s in formula 3 are replaced by the desired multiples.
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These formulae are a mathematical rendition reproducing (figures 2-4) the graphical illustrations provided

by (Buchanan and Tullock, 1999, chapter 6). The insights from the next sections would be hard or impossible

to reach without this explicit algebraic rendition of the original graphs because these insights result from

exploring the meaning of the parameters in formula 3, and from being able to derive other, less intuitive,

mathematical connections between the parameters.

The total expected cost, as defined by equation 3, is minimized for

n∗ = − NDNE

ND +NE

log

(
D0NE

E0ND

)
log 2

(4)

The predictions of this calculus of consent model are the patterns that result from plotting the optimal

rule n∗ as a function of each parameter, D0, ND, E0, and NE , while keeping the other parameters constant

(or conditional on their values). Section 5 provides an extensive analysis of the n∗ = n∗(NE) prediction,

while section 6 briefly discusses some of the others.

The reason why different issues have different optimal decision rules is that they correspond to different

values of the calculus of consent parameters, D0, ND, E0, and NE . To put it differently, each issue is located

somewhere in this four-dimensional parameter space, and various regions of this space correspond to different

kinds of possible institutional arrangements; i.e. for a given level of technological development, T , the set

of all possible efficient (equilibrium) institutions is the field IT (D0, ND, E0, NE). Technological changes can

both move an issue from one location in the parameter space to another location (i.e. an issue that was best

addressed in one way in the past is now best addressed in a different way), and they can change the IT field

itself (i.e. the very nature of the efficient institutions available at each location in the parameter space can

change).

We can connect this perspective to the IPF perspective (Djankov et al., 2003) in the following way. The

optimal decision rule, n∗, gives the total loss minimization point on the IPF. We can map the shape of IPF by

looking at the size of external and decision costs as the decision rule is moved either in the direction of more

collective decision making (“state expropriation costs”, E(n)) or more private decision making (“disorder”,

D(n)). The optimal levels of private disorder and collectivization are determined by D(n∗) and E(n∗).

Figure 1 illustrates the result by drawing the parametric plot from equations 1 and 2, thus reproducing in

a mathematically rigurous way the intuitive IPF graphs drawn by Djankov et al. (2003). By doing this, we

also obtain a more general perspective on the IPF concept, anchored in the Coasian logic of the calculus of

consent.

To reiterate, the key idea for using the calculus of consent as a tool for institutional analysis is that,

because different issues generate different external costs and may be subjected to differing decision costs,
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Figure 1: The institutional possibilities frontier

different institutions are created to address them. Institutional efficiency can be increased (1) directly, by

actually changing the decision rule, (2) indirectly, by changing the composition of the decision group, and

(3) by compounding institutions. Let us consider several examples.

4 Examples of calculus of consent institutional analysis

I first look at examples, such as federalism and private property, when limiting the decision-making group

makes sense because of low externalities on people outside this decision group. I then look at examples

when it is actually efficient to have someone or a small group take decisions that affect everyone else. In

cases such as calling the firemen anyone can be the self-appointed decider, while in many other cases there

is a pre-designated group of “experts” taking the decisions for everyone else (e.g. representative democracy,

regulatory agencies etc.). Furthermore, I look at checks on the possible problems created by such expert

rule, i.e. at the creation of compound institutions.
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Figure 2: Federalism

(a) If the decision were taken at federal level under ma-
jority rule (very large external costs)

(b) Local level decisions by majority rule (the external
costs are significantly reduced, as the optimal rule is now
lowered)

4.1 Federalism

Consider first the emergence of federal structures. What determines which issues are decided at the federal

level and which are left at the local level? Tullock (1969) was the first to use a calculus of consent-like

approach to model federalism based on the idea of optimal scales of governance. More recently, Inman and

Rubinfeld (1997) explore different concepts of federalism based on the principle that one should “prefer the

most decentralized structure of government capable of internalizing all economic externalities”. Along similar

lines, the calculus of consent gives us the following insight (Buchanan and Congleton, 1998, chapter 13):

Considering that we are using the majority rule, rather than some arbitrary rule (i.e. the calculus of consent

operates within the majority rule institutional constraint), if some issues were to be decided at the federal

level, they would generate very high external costs (fig. 2a). As such, because the optimal rule is much higher

than the majority rule, the political sector would not actually be able to muster a decision on that issue.

Few politicians would venture to put forward any kind of proposal regarding such issues because, due to the

high external costs, a decision at the federal level (in any direction) would alienate many of their voters.

The institutional arrangement that gets around this problem is to let the issue be decided (in a variety of

different ways) at the local levels. In other words, who belongs to the decision group is changed. When

this happens, the external costs of the majority (at the local level) become lower (fig. 2b). This reflects V.

Ostrom’s point that “a republican remedy for the republican disease of majority tyranny is conceptualized

by the compounding of the republic” (1987: p. 25). The example of federalism thus illustrates the indirect

route by which the de facto rule gets closer to the optimal rule: letting the issue be decided at the local level

means that many people are excluded from the decision group, but the key is to exclude only those who are
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not seriously affected by the decision.

As a more concrete example, consider the case of public libraries versus the inter-state highway system

in the US. Why are libraries managed and financed at the local level? One way to understand this is to note

the relatively large external cost of imposing the same set of books to every library across the country, or,

alternatively, the large decision costs faced by a hypothetical benevolent central planner who tried to decide

which books to send to each part of the country (i.e. a central planner that tried to replicate the optimal

decision rule, resisting the temptation created by the fact that the decision could be taken much easier). By

contrast, why is the inter-state highway system managed at federal level? This is because the network of

local roads would not provide easy access for long-distance travel. The roads built for local needs are not

the same as those required for long-distance travel. Hence, if the highway system was managed locally, each

state would create large external costs to long distance travelers. The inter-state highway system addresses

the demands of the entire country, without creating very large external costs on local communities.

It is important to point out that actually reaching the purely efficient institutions is not realistic, and we

can only hope for a tendency towards increased institutional efficiency. Even by “compounding the republic”,

the decision might still not be fully optimal. For example, in fig. 2b the optimal rule at the local level is

actually lower than the majority rule, so they now have the opposite problem than before: majority rule

imposes decision costs that are a bit too high, and they might fail to reach agreement sometimes. Although

there may be some tendency for the institutional system to get organized such that decision-making on

various issues gets roughly allocated at the optimal levels, there always will exist room for improvement

because the actual mechanisms for creating those improvements, such as institutional competition (Vanberg

and Kerber, 1994; Caplan, 2001), public entrepreneurship (Wagner, 1966; Oakerson and Parks, 1988; Boettke

and Coyne, 2009a), cultural contagion (Ostrom, 2008) or random shocks gradually filtering out unresilient

systems (Wilson et al., 2013; Aligica and Tarko, 2013b), are far from perfect. This is why the Siglerian

(1992) view is somewhat naive (institutional competition is not perfectly competitive).

4.2 Public and private goods

Why are some issues left to markets while others are dealt with by political means? We can answer this

question by understanding private property as the limit case of federalism — the case in which the local level

consists of just one person or very few people. So, private property is a bundle of issues for which anything

less than unanimous consent would create significant external costs. For example, if we would decide by

majority rule what everyone should eat or how to dress, the level of discontent would be quite high. In terms

of the calculus of consent logic, imagine that the optimal rule in fig. 2a is very close to 100%. The federalism
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solution discussed above is to restrict the composition of the decision group. In this case, the restriction

goes down to all they way to the level of the individual or just a few individuals (clubs).

We can also think about what happens collectively once private property is in place. In other words,

given private property, what is the incentive to move towards a more collective rule? A pure private good

generates minimal external costs to other people. As such, the calculus of consent optimal rule tends to

one person, i.e. n∗ → 0%, and hence there is no incentive to try to replace private property with a more

collectivist form of decision making. This simply means that I by myself am a big enough majority to take

this decision optimally (in the social sense). To put it differently, the external costs of my decision are low

enough that other people have no interest in coercing me in one direction or another. The subjectivity of

these external costs is one of the critical issues addressed by the Bloomington School (Aligica and Tarko,

2013a) and it is a major subject in itself (Burnheim, 2006; Bozeman, 2002, 2007). At the other side of

the spectrum, public goods involve high external costs (as judged by the people themselves). Collective

decisions regarding an issue with much higher external costs, but in the same procedural environment as

before (identical decision costs curve), will have a much higher equilibrium decision rule, e.g. in fig. 3b it is

around 50%.

4.3 Emergency situations

While the example of federalism illustrates the case when the optimal rule is higher than the majority

rule constraint, there are also cases when the optimal rule is lower than the majority rule constraint. The

majority rule is now overbearing and the decision cannot be taken (in due time) by majority rule. However,

it might be important to take a decision on the issue, and, if the increase in external costs caused by a lower-

than-majority-rule decision is small, especially considering the costs of not acting, there is little benefit in

sticking to the majority rule. Dougherty et al. (2014) show that “majority rule is typically more likely to

select a Pareto optimal outcome than unanimity rule for a infinite series of votes” (emphasis added) because

“although unanimity rule is better at retaining policies in the Pareto set . . . , majority rule requires a lower

threshold than unanimity rule to move policy into the Pareto set”. By the same logic, an even lower decision

rule discovers Pareto policies even faster — but also faces higher risks of moving out of the Pareto set.

A simple example along those lines is the fact that anyone can call the firemen. In other words, the

optimal rule for such decisions, which are still collective decisions, is close to one single person. Using

Guttman’s (1998) perspective, we can also think of the costs of taking the wrong decision (e.g. calling the

firemen when there’s no fire) versus the costs of not taking the correct decision (e.g. failing to call the firemen

when there is a fire). The costlier the false negative is relative to the false positive, the lower the optimal
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Figure 3: Collective decisions

(a) Emergency situations with self-appointed deciders (b) Normal situations

decision rule is.

4.4 Expert rule

In emergency situations, such as the one noted above, anyone can be the decider, but other cases, in which

the optimal rule is lower than the majority rule, involve selecting a group of “experts” to take the decision

for the group as a whole. Representative democracy itself is an example of such expert rule, in which

direct democracy is replaced by indirect rule via representatives. In such cases, the question is how to

select the exact composition of the small group that will take the decision for everyone (i.e. how experts or

representatives are selected). Djankov et al. (2003) explore this issue by means of their IPF construct.

To better understand this issue, imagine a society of identical people, including having the same opinions

regarding all collective decisions. In such a hypothetical case, any decision made by a single randomly selected

person for the group as a whole would be optimal. Higher decision rules are necessary only because external

costs are heterogeneous across different members of the group. As such, we can think of selecting experts

as a method of reducing the decision costs created by heterogeneity. On the other hand, concerns with the

self-interested or corrupt behavior of these experts, and concerns with the statistical representativeness of

the expert group relative to the population as a whole, reflect concerns about the external costs of such a

rule-by-expert system. Typical public choice considerations about rent-seeking and regulatory capture are

included here in these external costs. They are details about what exactly is creating these external costs.

The calculus of consent logic of decision and external costs thus suggests that experts should be selected

such that they have enough heterogeneity that the external costs of their decision are low (i.e. the het-

erogeneity of the expert group mimics the heterogeneity of the larger society), but is small enough that
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their decision costs are not too high. For example, this reasoning allows us to think systematically about

the optimal size of parliaments (how many people per representative should there be). The reason why we

have rule-by-experts, such as representative democracy, instead of direct democracy is that decision costs of

direct democracy are often prohibitive. This also explains why direct democracy is more likely in smaller

countries, and also why technological developments regarding mass-communication make direct democracy

more feasible. The importance of heterogeneity is further explored in section 5.

Modern democratic states also incorporate and rely upon a variety of non-democratic institutions that

are even more remote from voters than the representatives: independent regulatory agencies (IRAs). One

can understand the calculus of consent rationale for such institutions in the following way. The high levels

of expertise involved in various issues (such as monetary policy or various regulatory issues) create a high

decision cost for a large group to zero-in on a single decision. Even assuming perfect Bayesian rationality,

the more complicated the issue, the more time it takes for Bayesian updating to zero-in on a single point of

view. Furthermore, all collective decision-making suffers from rational ignorance, because the more people

are involved, the less incentive each of them has to get properly informed about the matter. This rational

ignorance thus increases the decision costs even more. These are situations in which IRAs tend to be created

or emergency powers are granted to various actors (fig. 4b).

Once again, although this argument shows that a certain level of expert-rule is efficient, it does not follow

that the actual level of expert-rule is efficient. Matters of power, rent-seeking, voters’ rational ignorance

and irrationality create departures from the ideal (Buchanan et al., 1980; Acemoglu, 2003; Acemoglu and

Robinson, 2006; Caplan, 2001; Acemoglu and Robinson, 2012; Caplan, 2007).

4.5 Compound institutions

An important point about representative democracies is that they are limited. As Caplan (2007: p. 190)

pointed out: “Just because dictatorship is disastrous, it hardly follows that democracy must have free rein.

Like markets, democracy can be limited, regulated, or overruled. Contramajoritarian procedures like judicial

review can operate alongside democratic ones. Supermajority rules allow minorities to thwart the will of

the majority.” The question is, what determines the details of those limits? A previous example provided

an explanation for why certain issues tend to be allocated by markets while others by political means. But

what about non-market limitations of majoritarian democracy such as judicial review or decisions taken by

IRAs? We’ve seen above why IRAs might be created, but IRAs are not actually entirely independent —

they are subjected to political review, and to vagaries of politically-motivated appointments. Once again,

the explanation hinges on the majority rule constraint. Such hybrid institutions like IRAs are created to get
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around the fact that the majority rule is far from optimal with respect to certain issues; but, then, political

control is implemented because technocratic decision-making with very low decision rules are not optimal

either.

Figure 4: Compound institutions

(a) The case for judicial review (flat high decision costs
make it possible to pass a decision by majority rule with
high externalities)

(b) The incentive to create and politically control IRAs:
If the decision were taken by majority rule, decision costs
would be much larger; but purely independent IRAs de-
part from public interest

The case illustrated in fig. 4a covers situations of judicial review. Here we have an example of increasing

institutional efficiency by compounding institutions. Judicial review occurs when it is relatively easy to

take a decision under majority rule, but the external costs might be large. This situation is illustrated by

an almost flat decision costs function at a relatively high level. Because the decision costs are high even

for low levels of n, the private property solution discussed above is not feasible, i.e. even if we restrict the

composition of the decision group, the deciding group would still face very high decision costs. Consequently,

the decision tends to be taken by collective procedures, if only because such procedures are already in place

and adapted to cope with high decision costs.

Consider a few examples normally subjected to judicial review, such as a decision to grant a subsidy or

to revoke a residence permit. Take first the decision costs. The private actions involved in trying to replicate

a subsidy grant would be quite elaborate. They involve a charity-like enterprise for fund raising, in-kind

contributions or time contributions, and a public campaign for creating social pressure against those who

would not voluntarily contribute. Recycling or religion might provide such examples. Thus, the decision costs

are high even if, strictly speaking, the size of the coalition deciding the issue is relatively small. Similarly,

trying to replicate the revocation of a residence permit by purely private means is possible, but quite costly.

It involves organizing a boycott campaign and/or a pressure campaign trying to determine the undesired

party to sell and move. Consider now the external costs. The decision by majority rule may affect many or
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almost all people in the group. For example, many people may be taxed in order to provide for the subsidy,

or many customers may be affected by the decision to revoke a firm’s residence permit. Judicial review can

be seen as acting as a check on the majority rule and a safeguard, accounting for the fact that, although the

actual optimal rule is much higher than 50%, it is difficult to prevent the decision to be taken by majority

rule. Basically, the decentralized solution is unfeasible because of the high flat decision costs function.

A similar type of argument supports the idea that IRAs should be subjected to a certain level of political

control (fig. 4b). In this regard the discussion about them tends to be unnecessarily polarized. For example, a

common question is, should monetary policy be done by an independent central bank or politically controlled

by democratic representatives? Such a question is mistaken. The optimum is somewhere in between the

majority rule and the low decision rule of a purely independent IRA. The correct calculus of consent question

is how much independence should the IRA under consideration, e.g. the central bank, have? The situation

in such cases is similar to the one discussed above regarding judicial review, but the roles of the decider

and the monitor are reversed. In case of judicial review the decision is taken by democratic representatives,

and the experts provide the evaluation and the veto. In case of IRAs, experts take the decisions while the

democratic representatives do the evaluation and vetoing.

Consider the example of a central bank. The tasks of a central bank can be performed by private

means (White, 1999). Before central banks, private banks organized into clearing houses, which were private

associations designed to provide mutual monitoring and lender of last resort functions. To answer the question

of whether the institutional change from the system of private clearing houses to the central banking system

was a good idea, one needs to look at the external costs of the private clearing houses and the decision

costs faced by politically controlled (quasi-independent) central banks. For example, Romer (1999) and

Selgin et al. (2012) look at frequency of recessions, at the size of the losses during recessions, and inflation

before and after the Federal Reserve was created. Levy and Peart (2010) look at the potential for regulatory

capture faced by financial regulatory mechanisms. Such studies evaluate some of the key external costs of

alternative banking arrangements. On the other hand, others look at the knowledge and incentives problems

faced by actors under different banking arrangements (Salter, 2013). Such studies work towards evaluating

the decision costs. We don’t yet have good answers to the questions “How independent should a central

bank be?” and, more radically, “Should we actually have central banks?” because the complete calculus of

consent analysis for such a complex problem has not yet been properly performed, each study looking at

only some piece of the overall puzzle.
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4.6 Why the majority rule?

Some of the examples above provide an explanation for various institutions that get around the majority rule

constraint. But isn’t this begging the question? Why does the majority rule constraint exist at all? Buchanan

& Congleton (1998: p. 18) point out that although “there is nothing either theoretically unique or morally

sacrosanct about the majority decision rule, as such”, nonetheless, in the exchange paradigm, the “majority

rule may emerge as an important, perhaps the dominant, means through which political choices . . . are

made”. The majority rule is a default equilibrium rule towards which a group of agents with heterogeneous

and conflicting interests, and who are uncertain about which future policies might be attempted, gravitates.

But, once this default rule is in place, and achieves its cultural mystique, the group must deal with special

cases in which departures from the default are necessary — while at the same time preserving the special

significance and importance of the 50% default. This idea is further elaborated by Guttman (1998) who

points out that, when we combine the concern with efficiency with the concern for stability, the majority rule

becomes optimal under a wide range of contexts. Thus, institutional diversity and complexity is explained by

the fact that institutional solutions that often work fail under certain specific circumstances, and additional

institutional devices are created for these specific circumstances, while, nonetheless, preserving the general

broad institutions (such as the majority rule) that have wide-spread usefulness.

5 Polycentricity and decentralization

Polycentricity provides a subtle, yet simple, way of analyzing the institutional diversity described above.

This section moves from the mere post-hoc calculus of consent rationalization of existing institutional ar-

rangements to a more dynamic perspective, highlighting the incentives for institutional change. This works

because all institutions have a certain degree of polycentricity, and, as I am about to show, polycentricity

proves to be the key parameter allowing us to map the incentives for institutional change.

Polycentric organization is a system of multiple decision centers with overlapping jurisdictions, operating

under an over-arching system of norms or rules (Ostrom, 1999, 2005; Wagner, 2005; Sproule-Jones et al.,

2008; Aligica and Boettke, 2009; Aligica and Tarko, 2012). The existence of multiple decision centers is de-

signed to create the conditions for self-governance. Polycentricity also creates the conditions for institutional

competition, experimentation, and learning by doing. The overlapping of jurisdictions creates the ability to

better spread knowledge, provide mutual assistance in cases of emergency, and enhance institutional compe-

tition by providing multiple choices to individuals without having them to move. But polycentricity is not

anarchy. The over-arching system of norms and rules provides minimal universal standards, such as prevent-
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ing “problems associated with local tyrannies and inappropriate discrimination” which “can be addressed by

larger, general-purpose governmental units who are responsible for protecting the rights of all citizens and

for the oversight of appropriate exercises of authority within smaller units of government” (E. Ostrom 2005:

p. 183).

5.1 Natural and institutional polycentricity

Before going further, let us make an important distinction between two concepts of polycentricity, a distinc-

tion that will play a critical role in our later account. We can distinguish between natural polycentricity and

institutional polycentricity. Polanyi (1951, 1962) and Fuller (1978) have mostly used the term in the natural

sense, while the Bloomington School has mostly used the term in the institutional sense, using the idea of

“optimal scale” to refer to natural polycentricity.

Natural polycentricity refers to the fact that certain issues are inherently polycentric, by their very nature.

For example, Polanyi notes that the process of scientific discovery is inherently polycentric in the sense that

one cannot discover truth unless one has competing perspectives working in conjunction, under a common set

of norms about fraud, replicability, and information disclosure. Similarly, Fuller notes that certain problems

brought before a court entail wide-spread consequences for society at large. Although there may be only

two parties before the court, the decision can impact numerous other people and businesses. In such a case,

the problem brough before the court is inherently polycentric. In Fuller’s account, courts should not take

decisions in polycentric matters because the court decision only takes into account the interests of the parties

before the court and neglects broad externalities of the decision. Hence, the degree of polycentricity provides

a criterion as to whether the issue is efficiently addressed by courts or by other institutions (markets and

politics).2

Polanyi and Fuller use this concept of natural polycentricity to argue why certain forms of institutional

polycentricity should be adopted. Thus, centralizing the scientific community is a bad idea because it would

create a mismatch between the natural polycentricity of the scientific discovery process and its institutional

organization. Similarly, in Fuller’s account, issues that are naturally polycentric should not be addressed by

courts, but by markets or democratic politics. In this way, either the diversity will be preserved (markets)

or the wide-ranging conflicts, involving more than just the two parties before a court, would be addressed

2Mirroring Buchanan’s critique of democracy as science (Buchanan, 1967), Fuller acknowledges that
conflict resolution requires institutions for bargaining and compromise, rather than for discovering some
presumed impersonal truth, and he argues that court decisions are based on an assumption of truth-seeking.
Consequently, if the issue involves inherent and widespread conflicts of interest, a court decision that tries to
rely on some presumably universal and uniform set of reasons would be mostly delusional (about the absence
of those inherent conflicts) and inefficient.
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(politics).

The Bloomington School account of polycentricity is mostly focused on developing a clearer understand-

ing of institutional polycentricity (Aligica & Boettke 2009; Aligica & Tarko 2012). The possibility of the

mismatch between natural and institutional polycentricity has been discussed, especially with respect to

identifying the kinds of issues with which a monocentric organization can actually deal effectively. For ex-

ample, E. Ostrom (2005: pp. 278-9) notes that the US Geological Survey has provided a useful service in

terms of information gathering, and that, due to the inherent large uncertainty of this information gathering

process, the optimal scale of such an endeavor is very large.

In E. Ostrom’s approach, the issue of natural polycentricity is thus quantified in terms of the concept of

optimal scale for the provision of a public good or for managing a common-pool resource (see also Tullock

1969). The optimal scale is an objective feature of the issue at hand. The institutional structure is more or

less efficient depending on how well the de facto scale of institutions fits the natural optimal scales of the

issues they are addressing. However, as the examples from Polanyi and Fuller show, we need to understand

this idea of optimal scale, not only in a geographical manner, but as refering to a network of affected agents.

Many people in the same geographical area as the affected individuals or firms may not be affected at all,

and the network of affected agents may be spread out across a very large geographical area. While in many

cases geography provides a good proxi for this network, it does not always do so.

This distinction between natural and institutional polycentricity is already present in the mathematical

version of the calculus of consent introduced earlier. Natural polycentricity is described by NE , while

institutional polycentricity can be identified with political decentralization, ND. In the present model,

institutional change is concerned with changing the value of ND. The issue of informal leadership is briefly

discussed in section 6. Leadership may be important in development economics contexts as an imperfect

substitute for political decentralization and as a social-political mechanism for negociating the establishment

of political units. In other words, we may have both formal and informal mechanisms for determining the

actual value of ND.

NE is the speed with which external costs decline as the number of people involved in the decision

increases, i.e. it is the marginal external costs of collective decision making. Because external costs are

not institutionally contingent, they reflect natural, rather than institutional polycentricity. If external costs

decrease very slow as we collectivize decision-making (i.e. NE is large), it means that the issue is inherently

(naturally) polycentric. By contrast, ND is the speed with which decision costs increase as the number of

people involved in the decision increases, i.e. it is the marginal decision costs of collective decision making.

These decision costs depend on whatever institutional arrangements for social organization are in place. ND

thus reflects institutional polycentricity (i.e. political centralization and/or informal leadership).
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Consider the example of a politically decentralized country, in which individual members of parliament

(who have to reach agreement on various collective decisions) represent local interests and have a large

degree of independence (including financial independence if a large share of taxation is kept local). In such

a country, the difficulty, i.e. decision costs D, of reaching a collective decision increases fast as the size of

the deciding coalition, n, increases. ND is the size of the coalition at which D(ND) = 2D0. The smaller

ND is, the smaller the marginal costs of adding another member to the deciding coalition is. If the country

is politically decentralized, this marginal cost is going to be large because individual members can take a

wider range of decisions without the consent of the collective. Informal leadership can be seen as another

factor affecting ND because the presence of effective leaders can facilitate consensus building, even when the

formal rules are not inherently conducive to consensus.

5.2 The calculus of consent polycentric-based explanation of institutional di-

versity

To Fuller (1978), polycentricity provides the key to answering the question of why certain issues are addressed

by markets, others by politics, others by courts, and others by hybrid institutions. He has struggled with

some of the unintuitive aspects of this problem, providing some remarkable pieces of insight, but we can now

re-create his argument in a much simpler and straightforward manner.

Figure 5: The optimal rule as a function of polycentricity, given the level of political centralization:

n∗ = n∗ND
(NE)
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Plotting the calculus of consent optimal rule as a function of natural polycentricity, n∗ = n∗(NE), leads

to a result that is, at least prima facie, unintuitive (fig. 5): as polycentricity increases, the optimal rule

increases only up to a point, after which it starts declining. Plotting the result conditional on various levels

of political decentralization, ND, we see that, as one would expect, in highly centralized systems the optimal

rule increases to high levels, while in highly decentralized systems the optimal rule remains relatively low

(as people have cheap exit options). But why would the optimal rule as a function of polycentricy have a

maximum?

This prediction makes perfect sense once we bear in mind that markets are themselves a typical example

of a polycentric organization (Aligica & Tarko 2012): They consist of many independent decision centers

operating under an over-arching system of rules (the definition and enforcement of property rights). Markets

are thus an obvious institutional arrangement for addressing many issues that are inherently polycentric.

Far from being unusual, the n∗ = n∗(NE) prediction actually provides the answer to Fuller’s (1978) question

about why certain issues are addressed by markets, others by democratic politics, and others by courts. As

Fuller himself has argued, courts can only deal efficiently with issues that have low natural polycentricity.

Beyond a certain increase of polycentricity, the issue should be addressed by either politics or markets.

The calculus of consent n∗ = n∗(NE) prediction goes beyond Fuller (1978) by also answering the question

regarding which high-polycentricy issues are addressed efficiently by markets and which by politics.

Markets, democracy, and courts. To illustrate, consider the simplest case of a majority rule democ-

racy. Let us assume that issues that have optimal decision rules between 40 and 60 percent can be plausibly

addressed by majoritarian politics — i.e. a decision, in one direction or another, can be passed. Depending

on the natural polycentricity of the issue at hand, and the political centralization, its optimal rule may or

may not enter the 40-60 percent band (fig. 6a). Sometimes the structure of the cost functions may be as

such that for a particular set of issues there is no place for politics at all (fig. 6b).

Torts and criminal law. A longstanding question in law and economics has been why some issues are

addressed by civil law while others by criminal law (Friedman 2000). Authors like Friedman (2000) have

even questioned the need for criminal law altogether. The calculus of consent model can offer an explanation

for the difference. The basic idea is that fig. 6a and 6b can be generated by a variety of combinations of

the values of the other parameters, in particular for both low and high external costs, E0. Acts covered by

criminal law are generally seen as not merely acts against the directly injured party, but also as acts against

society as a whole (or against the state governing society). This can be understood as meaning that the

external costs are very large, going beyond the costs suffered by the party directly injured. For example,

the social cost of murder involves general issues such people’s expectation of safety. As such, if fig. 6a

and 6b correspond to issues with high external costs, the courts described by the figure are criminal courts,
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Figure 6: The calculus of consent polycentric account of institutional diversity, n∗ = n∗(NE)

(a)

(b)

otherwise they are civil courts. When Friedman argues that criminal law could conceivably be replaced by

tort law, he neglects the subjective external costs suffered by all those not directly injured by the crime.

Hybrid institutions. The present framework can also explain hybrid institutions. Rather than assum-

ing a sharp transition from courts to politics to markets, as in fig. 6a and 6b, we can consider buffer zones

covering these transitions. Hybrid institutions are created in those buffer zones (fig. 7a and 7b). Fig. 7a

illustrates simple hybridity. Judicial review is in the buffer zone between courts and democratic politics, and

IRAs are in the buffer zone between politics and markets.

Figure 7: The calculus of consent polycentric account of hybrid institutions, n∗ = n∗(NE)

(a) A: courts, B: judicial review, C: democratic politics,
D: independent regulatory agencies, E: markets

(b) B: judicial review, independent regulatory agencies,
private adjudication (see text for explanation)

The situation may, however, be more complicated for issues with other kinds of cost curves. Institutional

diversity inside the buffer zones is explained by the fact that the same relationship between the optimal rule

and natural polycentricity can be obtained for a variety of values for the other parameters. For example,

fig. 7b can be generated in a variety of ways, and, correspondingly, the buffer zone, B, reflects the need for
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different kinds of hybrid institutions: if the figure is generated with a high value for ND and D0, reflecting a

flat but high decision curve, the buffer zone corresponds to judicial review (as discussed earlier in section 4);

if it is generated with a relatively small ND, but a high D0 and E0, it corresponds to independent regulatory

agencies; if it is generated with small D0, E0 and ND, it corresponds to private adjudication.

Political decentralization and federal oversight. Fig. 8a illustrates the tension between different

administrative levels. As discussed in section 4, the optimal rule for some issues might be so large that a

decision by majority rule would create disproportionately large costs to the losers as compared to the benefits

for the winners. As such, when natural polycentricy is high and the optimal rule gets too high above 50%,

there is an incentive to decentralize (i.e. increase the value of ND — see fig. 5). Fig. 8a can thus be seen to

describe an unstable institutional arrangement.

Figure 8: The calculus of consent polycentric account of federalism, n∗ = n∗(NE)

(a) Incentive to decentralize

(b) A: courts, B: judicial review, C: politics, D: federal
oversight, E: incentive to decentralize

To get a more detailed picture of the political controversy always surrounding the issue of political

centralization or decentralization, consider the buffer zone D in fig. 8b. As the region on the right in fig.

8a, zone E in fig. 8b describes the incentive to decentralize. By contrast, the buffer zone D illustrates

federal oversight, in line with E. Ostrom’s concern about the need to address “problems associated with

local tyrannies and inappropriate discrimination” (2005: p. 183). When the level of natural polycentricity

is relatively high, but the optimal decision rule is still not very far from 50%, we always witness this debate

about whether the issue at hand is important enough that a single uniform approach should be imposed

on everyone or, on the contrary, a diversity of approaches may be permitted. The buffer zone D in fig. 8b

illustrates this unavoidable area of controversy.
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6 Empirical applications: The socio-political meaning of calculus

of consent parameters

The calculus of consent predictions are derived by using eq. 4, and they are illustrated by plotting the

optimal decision rule n∗ as a function of each parameter, holding the other parameters constant. It is this

step which would not have been possible without the algebraic rendition of Buchanan & Tullock’s graphs.

Section 5 has looked more thoroughly at n∗ = n∗(NE), but many other predictions follow from eq. 4, and

they are too numerous to be explored in a single paper. Those predictions are broad patterns, rather than

specific expectations about specific cases.

More specific empirical applications rely on interpreting the parameters (D0, ND, E0, NE) and better

pinpointing methods for their operationalization and measurement. To conclude the paper, this section

provides a quick tentative description, highlighting some of the possibilities. The purpose here is not to

solve any of those thorny empirical issues, but only to highlight that the model developed here is not purely

theoretical, but can be potentially connected to a variety of important empirical problems.

6.1 Identifying the de facto decision rule

When trying to measure the external costs, E, we face the standard utility aggregation problem. We have to

face the fact that the harm caused by the collective decision to each individual subjected to that decision has

to be considered as subjectively perceived by each of them (Aligica & Tarko 2013a). We may, nonetheless,

approximately solve this problem in the typical Kaldor-Hicks manner by looking at the resources spent by

each individual (or, more realistically, by pressure groups) in the attempt to influence the decision (Becker,

1983; Wittman, 1995, chapter 7). At least approximately, the bigger the share of one’s income (including the

monetary value of time) spent in such a manner, the more important the issue is to that person. This way

of aggregation leads to the intuitive consequence that more overall resources are spent trying to influence

important collective decisions as compared to unimportant collective decisions. Thus, the total amount of

resources spent in the attempt to influence the decision provides a rough measure of the maximal external

costs, E0, while the actual external costs, E(n̂), given the de facto decision rule, n̂, are the share of those

total resources spent by the losers. If we also manage to measure NE by some method, we can use this

approach to calculate the de facto decision rule, n̂, and compare it to the hypothetical optimum, hence,

empirically estimating institutional efficiency.

Section 5 has argued that NE should be interpreted as a measure of polycentricity, and different in-

stitutions are created to address issues with different degrees of “natural polycentricity”. As such, each
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type of institution corresponds to a particular range of values for NE . Looking at which specific institution

pressure groups are trying to influence, one can get a rough estimate of NE — hence, one can estimate all

the parameters required to measure the de facto decision rule and, thus, institutional efficiency. The extent

to which this can be done with sufficient precision is a challenge to the ingenuity of empirical researchers.

6.2 Heterogeneity, civic capital, and state capacity

Figure 9: The impact of social cohesion and of the importance of the issue on the optimal rule

(a) n∗ = n∗
H(h) (b) n∗ = n∗

h(H)

We can also look at the matter through a representative agent lens. The maximal external costs E0 can

be expanded as

E0 = H(1− h)

where H is the importance of the issue to the representative loser, i.e. the maximal harm caused by the

decision to the representative agent if it disagrees with the enforced decision (this is possible if a certain level

of authoritarianism exists); while h is a measure of social cohesion or homogeneity (Easterly et al., 2006;

Hulse and Stone, 2007; Heller, 2009; Janmaat, 2011). The impact of social cohesion on maximal external

costs is due to the fact that when the members of the group agree, fewer of them are required for the decision.

This can be seen as the statistical foundation of representative democracy: if there are significant clusters

of views within the population, selecting a few people from each homogenous group to represent the group

will not cause significant external costs. Fig. 9a and 9b illustrate how social cohesion and the importance

of the issue impact the optimal decision rule for that issue.

The minimal decision costs D0 can be understood as a measure of state weakness. The higher the state

capacity (Besley and Persson, 2008; Persson and Besley, 2009; Besley and Persson, 2010), the cheaper it is

to take and enforce a collective decision (state capacity may be different with respect to different issues).
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Failed states have high decision costs for many or all collective issues. This being said, as mentioned earlier,

informal leadership can be a substitute to formal political centralization. Hence, one path away from failed

states involves local leaders building larger scale consensus about what rules and institutions to put in place

(Boettke et al., 2008; Coyne, 2008; Leeson, 2008a; Leeson, 2008b).

This can also be seen from the IPF perspective, as increases of either E0 or D0 lead to a move outward of

the IPF (figure 1). This is either the result of higher “civic capital” (as in Djankov et al. (2003) interpretation)

or of higher state capacity. One way to understand this is to think of power as a substitute for self-governance.

This allows us to understand some of the difficulties involved in creating stable social orders. For example,

discussing the problem of externally imposed order, Coyne (2008) notes that “a successful reconstruction

requires the continued enforcement of property rights in the long term, after the occupiers exit” as “indigenous

parties must be convinced that agreements reached during the occupation will be binding and enforceable

after the occupation ends” (p. 66). In other words, while the occupiers are present, order is maintained

by means of power, but, as they leave, if self-governing mechanisms are not in place to substitute for that

power, order breaks down.

6.3 A self-governance perspective on political and economic freedom

The calculus of consent model also leads to a more rigorous perspective on self-governance. Self-governance

simply means that the de facto decision rule, n̂, describing the operation of the actual institutions, is close

to the calculus of consent optimal decision rule, n∗. Dahl (1989) gets at this point intuitively when he

notes that “to live in association with others necessarily requires that they must sometimes obey collective

decisions that are binding on all members of the association. The problem, then, is to discover a way by

which the members of an association may make decisions binding on all and still govern themselves.” (p. 89).

Similarly, Buchanan wrote about the “paradox of ‘being governed’” and pointed out that “the individual

does not enter into social contract [with others] for the purpose of imposing constraints on himself”, but in

order to “secure the benefits of behavioral limitation on their part” (Buchanan, 1975, p. 136).

As shown by the examples from section 4, self-governance may be achieved either directly, by having

the de facto decision rule approximate the optimal rule, as in the case of private property rules or super-

majority requirements for parliaments deciding constitutional changes, or indirectly, by having additional

institutions (such as federalism, independent regulatory agencies or judicial review) mediate and go around

the institutional constraint created by other institutions such as the majority rule constraint. Logrolling, as

analyzed by Buchanan & Tullock (1999: chapters 9-11), and broader attempts at coalition-building (Riker

1962), can also be seen as indirect mechanisms for changing the de facto decision rules for a set of issues,
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despite preserving the majority rule in form.

We can define the percent departures from self-governance for a particular issue as:

γ(n̂) =
n̂− n∗

n̂+ n∗
∈ [−1, 1] (5)

There are two different types of departures from ideal self-governance, corresponding to the positive or

negative values of γ. One type of self-governance imperfection is authoritarianism, i.e. lack of political

freedom, when γ is negative. The other one is the tyranny of majority, when γ is positive. We can thus see

the two main concerns with freedom as being two different facets of the same general issue. The costs of

departing from self-governance are captured by the IPF graph (fig. 1).

Authoritarianism corresponds to cases when the optimal rule is higher than the actual rule, i.e. decisions

affecting the entire collective are taken by a too-small subset of that collective. Empirical measures such as the

Freedom House index, the Polity Score or The Economist’s Democracy Index can be seen as intuitively trying

to measure departures of γ from zero in the negative direction. The present conceptualization may provide

clues for improving such measures (see Munck and Verkuilen (2002) for a critique of existing measures). The

critical issue neglected by such indices is that of the optimal scale of governance (Tullock 1969; V. Ostrom

1987) and polycentricity.

The tyranny of the majority corresponds to cases when the optimal rule is lower than the actual rule,

i.e. decisions that would optimally be taken by individuals or small groups are instead taken by larger

collectivities. As Caplan (2007: p. 192) pointed out, “[u]ndemocratic politics is not the only alternative to

democratic politics. Many areas of life stand outside the realm of politics, of ’collective choice’. When the

law is silent, decisions are ’up to the individual’ or ’left to the market’.” Empirical measures such as the

Fraser Institute’s Economic Freedom of the World index intuitively try to measure departures of γ from zero

in the positive direction. Once again, the present conceptualization may help improve the design of such

measures, for example alleviating the suspicion of libertarian bias.

It is beyond the scope of this paper to do a thorough critique of such political and economic freedom

measures. It is enough to point out here the broad principle, captured by eq. 5, about how to approach this

issue of self-governance through the general perspective of the calculus of consent.
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