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Toh-Kyeong Ahn

Foundations for Cooperation in Social Dilemmas

Institutional approaches to social dilemmas have so far focused on how to create
incentive structures that channel individuals’ behavior into socially desirable outcomes
assuming that everyone is selfish. However, the presumption of universal selfishness is not
only empirically invalid but may also result in inefficient policy prescriptions in the short run
and a culture of distrust in the long run. The game theoretic models that depart from the
universal self-interest assumption, on the other hand, have not been successful in
incorporating both individual rationality and inter-individual heterogeneity.

This dissertation develops game theoretic models of social dilemmas with individuals
who are rational in the sense that they have preferences and try to maximize expected utility
but heterogeneous in the sense that they have different preferences over possible social
outcomes. This dissertation tests the implications of the models using a series of experimental
data sets. The empirical results are: (1) there is a significant proportion of individuals who are
rational but not selfish, (2) non-selfish individuals’ motivations are best described on a
dimension of equity/fairness rather than being thought of as unconditional altruism, and (3)
the possibility of sustained mutual cooperation in finitely repeated social dilemmas is affected
by the material conditions of the action situation, the composition of types within the

population, and individuals® willingness to take risks to initiate coordination.
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Chapter 1

Introduction: Solutions to Social

Dilemmas and Individual

Motivations

Many social opportunities are squandered when individuals act in a narrow short-
term selfish manner. Opportunities are also foregone when all citizens are assumed to
act in a narrow selfish manner by policymakers who attempt to prevent the squandering.
Herders in the famous example by Hardin (1968) are presumed to overgraze their jointly
used pasture leading to “the tragedy of the commons.” An external authority who assumes
that the herders are all selfish, and thus will inevitably overgraze the pasture when left
alone, may also prevent the herders from devising their own rules to utilize the pasture
more efficiently. Design of an institution to cope with the possible tragedy of the commons,

be it a set of self-governing rules designed by the herders themselves or imposed rules



by an external authority, needs to be based on an empirically valid understanding of the
motivations and behavioral rules held by the herders. Institutions, thus designed, reshape
behavior of the herders in the short term and their norms and motivations in the long run.

This dissertation investigates the motivational foundation of cooperation in social
dilemmas. A social dilemma is an action situation involving a group of individuals and
commonly valued good(s) in which if every individual tries to maximize their material
reward, an outcome results in which all the individuals are worse off than they could be if
they were to adopt at least one alternative strategy available to each of them. Do individuals
in social dilemma situations inevitably and persistently act selfishly as they are supposed to
do in markets? If selfishness is not the proper approximation of all individuals’ motivations,
what are the empirically valid alternatives? Can the alternative models cope with the fact
that individuals differ from each other, a fact that has hindered incorporation of non-selfish
motivations into game theoretic models for so long? Are the alternative motivational models
of non-selfishness testable empirically? Can they pass the tests?

Both normative and empirical concerns require a serious re-examination of the
selfishness assumption in the study of social dilemmas. The very survival and existence of
human civilization suggest that human beings, throughout history, have been quite success-
ful in dealing with the pervasive presence of social dilemmas in everyday life. Participation
in civil rights movements and democratic institutions, including voting, also make us suspi-
cious of the presumption that all individuals pursue mainly their own self-interest. Though
not every individual participates in those movements or institutions, the level of participa-

tion is high enough to make a significant political impact and to sustain basic institutions



of democracy.

Controlled laboratory experiments on social dilemmas also cast a heavy doubt on
the validity of the universal selfishness assumption that characterizes all individuals in all
situations as pursuers of only one’s own material well-being. Experiments of various game
forms including the prisoner’s dilemma (Hayashi et al., 1999; Ahn et al., 2001; Clark and
Sefton, 2001), common-pool resources (Walker, Gardner, and Ostrom, 1990), public goods
provision (Dawes, McTavish, and Shaklee, 1977; Marwell and Ames, 1979; Isaac, Walker,
and Thomas, 1984), ultimatum (Camerer and Thaler, 1995; Hoffman, McCabe, and Smith,
1996; Cameron, 1995), dictator (Davis and Holt, 1993: 263-9; Forsythe, Horowitz, and
Savin, 1994), and gift-exchange (Fehr, Kirschteiger, and Riedls, 1993; Berg, Dickhaut, and
McCabe, 1995) games, have shown that a significant proportion of subjects do consciously
choose a course of action that does not maximize their expected material payoffs from the
game (for a succinct review, see Ostrom, 2000).

The findings are puzzling for two reasons. First, it appears as though the underly-
ing motivations that drive human behavior differ in two broad sets of experimental action
situations: markets and social dilemmas. In the market experiments, predictions based on
a self-interest assumption have been quite successful (Smith, 1991). Efforts to develop a
theory that explains this apparent inconsistency have been launched in recent years, but
the width and depth of the problem have not yet allowed any single theory to resolve all, or
even at least the key, intermingled issues (Rabin, 1993; Crawford and Ostrom, 1995; Fehr
and Schmidt, 1999; Bolton and Ockenfels, 2000; Falk and Fischbacher, 1998; Dufwenberg

and Kirchsteiger, 1998). Second, the extent of non-selfish actions seems to be systematically



affected by factors that should not play any role when individuals act selfishly (Ostrom,
1998; Schmidt et al., forthcoming). Schmidt et al. categorize these factors into four broad
sets: structure of pecuniary benefits, player types, information about player types, and the
linkage among players in repeated games. The systematic influence of these institutional
and environmental factors on behavior in social dilemmas suggests that there is a rational
decision-making mechanism held by individuals, other than a blind pursuit of self-interest.

Normative concerns relate to the endogeneity of motivations. When individuals
are assumed to be selfish, everyone is assumed as such and everyone is assumed as such
all the time. The possibility of the change of preferences, evolution of motivations, and the
role of institutions in the evolutionary dynamics is precluded. Motivational factors become
constants in institutional design and, thus, the goal of institutional design is limited to
inducing desired static outcomes given the static motivations. However, when an institution
is designed based on a set of presumptions regarding individual motivation, it tends to prove
itself in the long run by remolding the original motivation of the people into one presumed by
the designers of the institutions. An institution based on the presumption that individuals
are invariably opportunistic may transform originally well-natured individuals into a group
of opportunists.

The other side of the story is that wisely devised institutions cannot only redirect
immediate behavior of individuals to socially beneficial ones, but also reshape social norms
and culture through an evolutionary process. Aristotle’s (1962) remarks on the purpose
of legislation summarizes this dimension of institutions succinctly: “Lawgivers make the

citizen good by inculcating habits in them, and this is the aim of every lawgiver; if he does



not succeed in doing that, his legislation is a failure. It is in this that a good constitution

differs from a bad one” (quoted in Bowles, 1999: 1).

1.1 Institutional Solutions to Social Dilemmas

Figure 1.1 presents an action situation involving two individuals. The action situ-
ation involves a structure of material payoffs that parallel the utility payoff structure of the
Prisoner’s Dilemma game. Since the payoffs are material, the matrix of Figure 1.1 does not
constitute a game. Normal form representation of the action situation requires assumptions
regarding how individuals transform the material payoffs into utilities.

If the action situation is not repeated, and the individuals try to maximize their
material payoffs, the action situation can be modeled as the Prisoner’s Dilemma in which
both individuals choose De fection. The resulting outcome is (P, P), which is less preferred
to (R, R) by both of them. The dilemma of the action situation is that an outcome unan-
imously less preferred by the members of a group may result from the very fact that each
individual in the group tries to achieve an outcome more preferred by him. On the other
hand, one can also argue that the individuals are given a chance to achieve (R, R). Thus

they have an opportunity to achieve a mutually beneficial social outcome.

Player 2
Cooperation Defection
Player 1 Cooperation | R, R S T
Defection | P, P T, S
*T, R, P, and S represent material payoffs
*T>R>P>S

Figure 1.1: Social Dilemma Action Situation



The action situation extracts the essence of the problem involved in various types
of what have been called so far social dilemmas (Dawes, 1975; 1980), collective action
problems (Olson, 1965), or the tragedy of the commons (Hardin, 1968). To start thinking
about the institutional solutions to this problem, it is necessary to put the abstract situation
into a substantive context. The grazing problem faced by the herders involves a lot more
complicated factors. For example, actions available for the herders are rarely a dichotomy of
Cooperation or Defection. But the nature of the problem - the conflict between individual
and collective interest — remains the same. One could understand Cooperation as the kind
of action by the herders (choice of the number of cattle a herder chooses to feed on the
pasture) that maximizes joint return (measured, for example, by the number of successfully
raised cattle or the market value of them). Defection then corresponds to a choice of
action that maximizes an individual herder’s return given that the other herder also tries to
maximize the same value. If the two herders both try to maximize their individual material
returns from the pasture, then each will choose the individually rational number of cattle
on the pasture and the outcome will be an overgrazing of the pasture.

This situation is ubiquitous whenever an individual’s rational action imposes a
larger externality to others than the benefit he receives from it. Many cases of natural
resource appropriation, decisions that affect environmental quality, and behavior in the
pursuit of commonly valued social or political causes have at their core the problem de-
scribed above.

While market interactions are generally believed to produce socially desirable con-

sequences based on individually selfish choices, that is not the case with social dilemmas.



Prosperity and sometimes the very existence and survival of a society depends, in large part
on how individuals deal with the problem collectively, or how individuals prevent the possi-
ble squandering and realize the productive opportunity. Many social opportunities involve
actively creating action situations of which the essence is the social dilemma. A confident
group of individuals would find and create the opportunity while a pessimistic one may not

even notice the chance.

1.1.1 State or Entrepreneurial Solutions

Figure 1.2 represents a modified social dilemma action situation in which an ex-
ternal authority imposes punishment in the form of a fine to the defectors. An external
government imposes a fine of ¢ to defectors to make Clooperation a rational choice for
a selfish individual. The magnitude of the fine ¢, then, has to be big enough such that
T-~c<R.

Governmental interventions to various social action situations are based on this
rather simple idea. This idea also extends to the most basic principle of the organization of
social order. In Hobbes’s (1960) Leviathan, individuals transfer all their natural rights to
the State to avoid the seemingly inevitable outcome of (P, P) in Figure 1.1 and to achieve

(R, R) in Figure 1.2,

Player 2
Cooperation Defection
Player 1 Cooperation | R, R S, T-c
Defection [T -c¢, S P-c¢, P-c
*T—-c<R

Figure 1.2: Social Dilemma with External Sanction



Alchian and Demsetz (1972) put a similar idea at the core of rationalizing the
necessity of economic enterprises owned by a residual claimant. They argue that individuals
do not have an incentive to do their best to maximize group production in a teamwork
because individual input is not exactly measurable and thus the co-workers share the joint
profit not based on individual input. Alchian and Demsetz argue that the predominant
form of modern production, private ownership and the separation of ownership and work, is
the solution to this dilemma of teamwork. The manager (owner) monitors individual input,
which is a measure of Cooperation/Defection, and rewards or punishes individual members
in the work team accordingly. In essence, therefore, Alchian and Demsetz’s rationalization
is on the exact same track as Hobbes’s rationalization of the absolute state.!

Insofar as the external authority performs it's monitoring and sanctioning roles
efficiently and fairly, this solution would not constitute a problem. Governmental activities
at various levels on various social problems often generate this beneficial impact. However,
in principle as well as in reality, the solution by external authority is not satisfactory. Two
intermingled problems stand out. First, there is the problem of fair implementation. Unfair
implementation of the power by the external authority can occur in different ways. The
external authority can collude with one of the two players and participate in the exploitation
of the other. Or, when the power granted to the external authority is unchecked, it can use
its power to exploit both of the players. The problems do not vanish all together even when
the external authority is determined to function in a fair and public-minded manner. First

of all, the establishment and maintenance of an external authority requires a cost bearing

10strom and Hennessey (1975: 23) argue that “Alchian and Demsetz’s common contracting party is,
in effect, the sovereign in a sole proprietorship.” Bowles (1985) refers to Alchian and Demsetz’s model as
“neo-Hobbesian.”



Player 2
Cooperation Defection
Player 1 Cooperation | R — fic, "R—PBc|S-P¢c, T~ac
Defection T—ac, S—fc|P-ac, P—ac
0<f<axl
a : the probability of punishing Defection
0 : the probability of punishing Cooperation
c: fine imposed to those who are perceived to be Defectors

Figure 1.3: Social Dilemma with External Sanction: Probabilistic Enforcement

on the part of the players. Second, there usually are local exigencies that cannot be easily
captured in a simplified presentation of action situations (see Figure 1.1). What constitutes
Cooperation and Defection are not always clear to external observers, thus creating the
possibility of honest, but quite costly, mistakes on the part of the external authority.
Figure 1.3 represents a social dilemma with external enforcement when the ex-
ternal authority’s enforcement of the rule is probabilistic (see also Ostrom, 1990: 8-12).
Probabilistic enforcement can result from many reasons including the impure motivation of
the authority, lack of information, or any kind of mistake involved in enforcement of the
rules. In the modified action situation, the external authority can make mistakes, as can
the authorities in real world. It sanctions De fection only with a probability a. Further, it
punishes Cooperation with a positive probability B.2 1t is assumed that two probabilities
are independent and correct punishment is more likely than incorrect punishment (a>B).
Analysis of the game in Figure 1.3 shows a case in which the intervention by the
external authority may not guarantee social cooperation. Ensuring cooperation requires

that, when the other player cooperates, the payoff from a player’s Cooperation is higher

Figure 1.3 is not intended as the model of governmental intervention in social dilemmas. It is just
one, but quite typical, model. For example, one might wish to include the cost of maintaining the external
authority. In that case, additional reduction of all payoff entries is necessary.



10

than that from Defection. Or,

R—-fBc > T-ac (1.1)
T-R
c > oy (1.2)

Only when the relationship among the size of punishment (c), the enforcement
probabilities (@, 3), and the material payoff entries (T, R) expressed in (1.2) holds, Cooperation
becomes the dominant choice for a selfish individual. When this relationship does not hold,
individuals may still find themselves trapped in (Defection, Defection) even after they
give up their rights to act freely under the situation.

Or, in another possible scenario, Cooperation is ensured by severe punishment,
but due to the combined effect of a relatively high probability of punishing cooperators and
a large amount of imposed fine, individuals may end up worse off in the state-guaranteed
(Cooperation, Cooperation) than they could do in (Defection, De fection) when there is

no external authority. Inequality (1.4) specifies this condition.

P > R-fc (13)
R-P

(1.4)



1
1.1.2 Market/Privatization Solution

For many social dilemmas, privatization is a possible solution. For example, in
the case of Hardin’s two herders, privatization would mean, among other alternatives, that
the two individuals divide the land evenly and let each feed his cattle only on his own
land. If the soils are similar and rainfall is regular, this could lead to a better utilization of
the pasture since each individual herder has to absorb any consequences of his or her own
overgrazing. The problem related to privatization solution is case specific. In the case of
the herder’s dilemma, possible problems are (1) cost of privatization: fences cost money to
build and maintain, (2) the lost chance of utilizing scale economies, and (3) the inability
to share risk if rainfall is patchy and unpredictable.

In general, the essence of the problem seems to be the under-utilization of scale
economies and the capacity to share risk. In the case of a teamwork dilemma, one way of
privatization is not to form a team at all and let each worker work for himself. In that case,
the workers would not only eliminate the potential dilemma involved in teamwork, but also
the productive opportunity provided by it. When privatization is a plausible option and it
involves foregone opportunities to utilize scale economies, the outcome of privatization is
often a certain material payoff of which the magnitude is smaller than R (lost opportunity)
but greater than P (avoided dilemma). In sum, privatization is a recommendable solution
only when it is physically possible and there is no hope for achieving voluntary cooperation.

Figure 1.4 shows a modified social dilemma action situation via privatization.
Action situations resulting from privatization vary depending on the nature of the original

social dilemma and the way privatization is done. Therefore, except for the fact that
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Player 2
Cooperation | Privatization | De fection
Cooperation | R,R Q,Q S,T
Player 1 Privatization | Q,Q Q,Q Q,Q
Defection [T,8 Q.Q PP
“T>R>Q>P>9)

Figure 1.4: Privatization Solution

what can be secured by privatization is less than when individuals successfully cooperate
within the social dilemma, the exact presentation of the modified action situation would
vary. Though Figure 1.4 shows a timeless action situation, it can be better understood if a
decision regarding privatization or not is assumed to be made in the first stage. If and only
if both individuals agree not to privatize, then the social dilemma game in Figure 1.1 will
be played. If at least one of the two players prefers privatization, the subsequent material
payoff for either of the players is @, which is smaller than R but bigger than P.

The beneficial aspect of privatization is that the individuals can escape the trap of
mutual defection (P, P). On the other hand, the cost is the lost chance of utilizing the social
opportunity of achieving a mutually beneficial outcome of (R, R). If at least one of the two
individuals believes that the other will not cooperate, and if they fail to arrange higher-level
institutional devise to facilitate self-governance, it seems inevitable that individuals would

opt for privatization when it is technically and legally available.

1.1.3 Self-Governance

In natural settings, researchers often find that individuals involved in social dilem-
mas successfully deal with the problem resorting neither to external authorities nor to a

private property market mechanism. Based on extensive empirical studies, Ostrom (1990)
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Player 2
Cooperation De fection_
Player 1 Cooperation | R —e/?, R-e/2|S-¢e/2, T-e/2-(

Defection [ T—ej2—¢, S—¢€/2 | P—e/2, P—¢e/2
*e : cost of establishing and maintaining self-governing institution
**¢ : sanction to a defector

Figure 1.5: Social Dilemma with Self-Governance

has identified a set of design principles that facilitate self-governance. The essence of the
self-governing solution is that the actors in the social dilemmas collectively devise an in-
stitutional arrangement with which to channel individual choices to collectively beneficial
outcomes,

Compared to the market solution, the key advantage of self-governance is that it
keeps the productive opportunity open. In terms of pure incentive schemes, self-governance
often resembles the state solution in that it involves monitoring and sanctioning that makes
Cooperation consistent with long-term self-interest. However, the self-governance solution
has the advantage over the state solution in that the individuals, as a collective entity,
retain the ultimate decision-making authority. In addition, when the individuals involved
in a social dilemma devise and implement the rules of monitoring by themselves, they can
utilize local knowledge better than external autkorities.

Figure 1.5 presents a modified social dilemma action situation with a self-governing

institution in the form of sanctioning to defectors.3 In the representation of the state solution

3See Ostrom (1990:15-18) for extensive form non-cooperative game representation of the self-governing
solution. As with the case for the preceding figures, Figure 1.5 is not meant to be a normal form non-
cooperative game. [t simply is a matrix representation of an action situation, since the payoffs are not
von Neuman-Morgenstern utilities but material payoffs. With the assumption that individuals’ utilities are
one-to-one mapping of their material payoffs, the normal form game representation of the action situation
becomes identical to the matrix representation of the action situation. However, that is the assumption to
be challenged in this study.



14

in Figure 1.3, cost of enforcement was not included assuming that the part of the fine levied
on perceived defectors would be used as the cost of enforcement, which includes the costs
of monitoring, sanctioning, and the maintenance of the external authority. Here, the costs
are included explicitly. The costs include those of initial transactions to devise the rules,
ongoing monitoring, and sanctioning. Design of rules, monitoring, and sanctioning may
require involvement of an external actor. But the external actor differs from the external
authority in the state solution since the external actor in the self-governance solution is only
a part of the overall institutional arrangement devised by the individuals initially involved
in the social dilemma. The external actor, when necessary, is an agent that can be hired
and fired by the individuals.

In Figure 1.5, e is the cost of establishing and maintaining the self-governing
institutional arrangement and ¢ is the sanction to a Defector. When both individuals
defect, it is assumed that there will be no sanction, but this does not make an analytical
difference. The condition to secure mutual Cooperation is that the material payoff for a
player from Cooperation be greater than that from De fection, given that the other player
also cooperates. In that case, the dilemma problem transforms into a coordination problem
in which achieving mutual cooperation is not difficult in the presence of communication.

It also involves a certain formal requirement in the form of the relationship between

the cost of self-governance and the magnitude of sanction:

R-e/2 > T—-e2-( (1.5)

d > T-R (16)
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In other words, the expected sanction to a defector needs to be greater than the expected
material gain from Defection, which is quite intuitive. A more important condition is
not apparent in Figure 1.5 alone. The cost of self-governing should be reasonably small.
Otherwise, what can be achieved by self-governing arrangements could be less than what

individuals can secure when both defect in the absence of self-governance.

R-e¢/2 > P (1.7)

e/2 < R-P. (1.8)

In inequality ( 1.8), R— P is the magnitude of the material gain each individual can achieve
by means of devising self-governing arrangements. 2/e is an individual’s share in the cost of
establishing and maintaining the self-governing institution. Inequality (1.8) suggests, first of
all, that the expected gains from mutual cooperation secured by self-governing institutions
needs to be large enough to justify spending of one’s share in the cost for the self-governance
to succeed. With a moderate magnitude of expected gain from mutual cooperation, the
cost of establishing and maintaining self-governing institutions need to be affordable for the
individuals. A part of the cost is determined by the material/natural aspect of the dilemma
without leaving much room for the individuals to choose. However, another, more social
part of the cost exists that can vary substantially, providing a series of options from which
the individuals can choose. In a sense, e/2 is the budget within the constraint of which
individuals hoping to devise a self-governing arrangement need to maneuver.

After the first kind of cost is subtracted from the budget, whether or not, how
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much, and in what manner individuals agree to spend the rest of the budget affects the
success and failure and the gains from the self-governance. Individuals could agree to hire
a monitor or file a legal contract in an external court system. When the budget is tightly
limited, individuals cannot afford as much investment in monitoring and implementation
activities. A tight budget needs careful allocation.

One of the key questions to be addressed to further develop the theory of self-
governance is how to design efficient self-governing institutions with the limited resources
that can be spent for establishing and maintaining those institutions. An institution with
a high level of joint monitoring, accurate sanctioning, and complete information sharing
would perform well. However, that kind of “perfect” institution is, more often than not,
beyond the resources individuals can profitably spend. Here again, a correct understanding
of motivations/behavioral rules of the individuals involved in a social dilemma becomes

crucial in devising an efficient self-governing institution.

1.2 Non-Institutional Solutions and Endogeneity of Prefer-

ence

1.2.1 Non-Institutional Solutions to Social Dilemmas and the Existence

of Multiple Types of Individuals

The solutions examined thus far are all based on the assumption that individuals
are fundamentally selfish. In the state solution, the external authority assumes that the

two individuals are selfish and thus not capable of solving the dilemma themselves. In the
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market/privatization solution, each of the two individuals believes that the other individual
is selfish and thus there is no chance of achieving mutual cooperation. In a self-governing
solution, individuals take the productive opportunity by devising their own rules, but still,
at least in the example given in Figure 1.5, the basic presumption is that the individuals
are selfish and thus only with a set of rules that guarantees that the material return from
Cooperation is bigger than that from De fection, can they escape the dilemma.

The primary interest of this section is the ramification of the existence of multiple
types of players, regularly observed in the experimental laboratory, to the design of self-
governing institutions. Types of individuals in experimental settings can be identified based
on the extent to which experimental subject’s behavior and/or answers to questionnaires
deviate from the predictions based on the universal selfishness assumption.

For example, in the dictator games in which each subject is asked to divide a
normalized sum of 1 between him or herself and another player, a simple way of assigning
the subject’s type is @ (0 < 6 < 1), the amount he or she allocates to the other player.
Or, the second movers in a sequential Prisoner’s Dilemma experiment can be divided into
two types of reciprocator and egoist depending on whether they cooperate in return when
the first mover cooperates. Or, when a survey method is used that asks subjects to order
the four possible outcomes of a Prisoner’s Dilemma game according to their preferences
(for example, Ahn, Ostrom, Walker, 2000), the ways the subjects order the outcomes are
proxies of their types.

In all three examples, there should be only one type of player if everyone is selfish.

The existence of a significant proportion of player types other than the one predicted by the
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Player 1
Cooperation Defection
Player 2 Cooperation| R , R S , T—-g
Defection T—g, S |P-g, P—g

Figure 1.6: 2 x 2 Social Dilemma Game with Guilt

standard assumption indicates that the universal selfishness assumption is not valid. The
transformation of material payoffs into utilities by the individuals in social dilemmas and
the methods of formalizing the transformation are the main topics of this dissertation and
will be discussed in the following chapters.

Imagine that the two herders know each other very well and they know the size of
cattle to optimally utilize the pasture. Also suppose that each of them regards it a great
shame to raise cattle that are more than one’s fair share, and each knows that the other
herder feels the same. In other words, each of the two herders prefers to raise his fair share
of the optimal number of cattle even though they know that adding some more cattle would
increase their material return. In this case, the normal form game representation of the
social dilemma differs from the one based only on material rewards. One way to represent
the sense of guilt and the preference for fair behavior is by including, in the payoffs, a loss
of utility associated with the choice of De fection.!

While Figures 1.1 to 1.5 were matrix representations of action situations in which
the payoff entries were material rewards, Figure 1.6 is a normal form game constructed
based on the basic social dilemma action situation (shown in Figure 1.1) in which payoff

entries are von Neumann-Morgenstern utilities. Material payoffs of the game are the same

Crawford and Ostrom’s (1995) delta (§) parameter models individuals’ internalized norm in a similar
way.
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as those in the basic social dilemma. Feeling guilty makes an option less preferable, which
is expressed in terms of utility by subtracting g from material payoff T. The condition that
an individual’s sense of guilt is strong enough to make De fection no longer the dominant

strategy can be expressed as

R > T-g (1.9)

g > T-R. (1.10)

In other words, the sense of guilt associated with De fection (g) is bigger than the
increased satisfaction of receiving higher material payoff (T — R) when one individual ex-
ploits the other person’s Cooperation. The normal form game representation also assumes
that players’ preferences are common knowledge: that each individual knows the other’s
preference and he knows that the other individual knows that he knows, etc. In that case,
the game is one of Coordination, not Prisoner's Dilemma. Especially with communica-
tion, mutual cooperation is not difficult for them. Many cases of successful cooperation
in experimental social dilemmas, or successful collective actions observed in field settings
where a small number of individuals cooperate on a face-to-face basis are likely to have been
achieved this way. This most optimistic case can be called a non-institutional solution to
social dilemmas.

However, one cannot rely solely on the goodwill of the people when thinking of
the solutions to social dilemmas. In reality, it is more likely that only a proportion of indi-

viduals are willing to cooperate when others cooperate, while still a significant proportion
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of individuals act as pure egoists. Most cases of self-governance will still require changes in
institutional arrangements to achieve desired social goals. But the nature and focus of the
self-governing institution would be quite different when there is a significant proportion of
reciprocators than when most of the individuals are entirely egoistic.

In sum, limited resources for institutional building require that a self-governing
institution be built on the empirically valid understanding of the motivations involved in
a social dilemma. Whether all individuals are considered selfish, or the existence of multi-
ple motivations is acknowledged, can make a big difference in the design of self-governing

institutions.

1.2.2 Endogeneity of Preferences and the Role of Institutions in Cultural

Evolution

In addition to the problem of cost, endogeneity of preferences is another concern
that designers of institutions need to address. Endogeneity of preferences refers to the dy-
namics between institutions and individuals’ norms and motivations. When viewed from
the perspective of a group, the distribution of the kinds of norms held by individuals con-
stitutes what can be called the culture of that group. For example, in the context of a
dictator game in which a dictator i unilaterally decides how to divide a normalized sum of
1 between himself (1 — 8;) and another person (6;), 6; is one way to denote individual ¢’s
type and the cumulative distribution function F(6;) is the corresponding way of denoting
the culture of the group. An institution can transform the culture of a population, and the
latter again influences the kind of institutions the population needs in dealing with social

dilemma problems.
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For the purpose of simple presentation, let us assume that there are two types of
individuals, conditional cooperators and opportunists, in a population involved in a social
dilemma. Individuals in the population play variants of the basic game in Figure 1.1.
The conditional cooperator type cooperates if the partner cooperates. Opportunists defect
whenever doing so gives them a higher objective payoff. The evolutionary argument is that
the proliferation of a type depends on the objective material payoff it receives on average
from the game.

The dynamics between institution and culture result from the beneficial/detrimental
impact of natural or artificial rules on the reproduction of each type. Among those insti-
tutional characteristics are: whether the game is played sequentially or simultaneously;
whether information regarding one’s partner is provided and if so on what level; whether
the game is played only between two individuals or among the members of bigger subgroups
of the population; whether the matching for a game is random or fixed; etc. Investigation
of the impacts of these factors on the cultural evolution requires extensive theoretical and
empirical research.

When the evolutionary implications of institutions are taken into account, insti-
tutional design needs to address long-term cultural consequences as well as the immediate
behavioral impact of institutions (Ostrom, 2000). Several theoretical and empirical studies
exist that examine the impacts of subsets of institutional characteristics on cultural evolu-
tion. Gith, Kliemt, and Peleg (2000) show that, when the game is played sequentially, the
informational condition as well as initial distribution of types is critical in the proliferation

of conditional cooperators. Theoretical analyses by Bohnet, Frey, and Huck (2001) show
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that when the game is played sequentially with no information provided regarding partner’s
type the level of law enforcement has non-linear impact on the growth of conditionally co-
operative individuals. When the logic of the survival of the fittest expands to intergroup
competition, a group with institutions that are not quite beneficial to the growth of con-
ditionally cooperative types could still survive inter-group competition if it initially has a
significant proportion of cooperators (Bowles, 1999).

The dynamic relationship between the culture and institution of a group has mul-
tiple dimensions. In a static perspective of institutional design, the culture of a group at a
given time affects the optimal design of self-governance. (Below, I stands for self-governing

Institution.)

Fi(8:) = L. (L11)

On the other hand, the characteristics of an institutional arrangement at & given time affect

how the culture of a group would evolve over time.

Fi(6;) L Fen(6:). (1.12)

Then again, the evolved culture affects the optimal design of a self-governing institution:

Fey1(0:) = Ly (1.13)

The individuals in a social dilemma, then, not only have a chance to utilize a

productive social opportunity, but they also have a chance to transform themselves into
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a better group with wisely designed self-governing institutions. Oun the other hand, an
institution designed with only a short-term time horizon and an overpessimistic view on
the moral quality of the individuals involved can undermine a group’s capability of self-
governance in the long run. When everyone in a group is really selfish, it is unlikely that
the group will successfully self-govern. Self-governance presupposes a certain moral quality
of people. On the other hand, successful self-governance depends to a great extent on how

it raises the moral quality of the self-governing people themselves.

1.3 The Plan of the Dissertation

Given the magnitude and complexity of the task of investigating motivation in
social dilemmas within a game-theoretical framework, this dissertation can contribute only
to a limited extent. In that regard, this dissertation focuses on a few critical aspects:
game-theoretic modeling of heterogeneous motivations (multiple types), derivation of theo-
retical implications of the existence of multiple types to individual behavior and aggregate
outcomes, and empirical tests of the game-theoretic analyses (Chapters 4 to 6).

As a groundwork for the theoretical and empirical work, the problems related to
the definition of social dilemmas and the selfishness assumption (Chapter 2), and those
related to the development of frameworks for the study of social dilemmas and formal
models of heterogenous motivations (Chapter 3) will be discussed.

Chapter 2 contributes to the groundwork for the investigation of non-selfish mo-
tivations. Some of the more fundamental issues need to be addressed when the universal

selfishness assumption is discarded. The first question to be addressed in Chapter 2 is
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whether to define a social dilemma in terms of von Neumann-Morgenstern utilities or ob-
servable material payoffs. Casual definitions that exist tend to obscure on this question, in
spite that whether a social dilemma is defined in terms of observable material payoffs or in
terms of utilities make a fundamental difference, especially in developing game theoretical
models of a social dilemma. As a preparation, the concept of von Neumann-Morgenstern
utility as a cardinalized preference is discussed. The chapter also revisits the selfishness
assumption in economics and political science. This is important since, even after a social
dilemma is defined in terms of observable material payoffs to facilitate empirical research,
a casual introduction of the universal selfishness assumption prevents a modeling of hetero-
geneous motivations. The chapter reviews several justifications for the universal selfishness
assumption and argues that there is no compelling methodological or empirical reasons to
hold on to the long-held assumption, especially in the context of studying social dilemmas.

Chapter 3 develops a behavioral framework for the study of social dilemmas. A
framework that incorporates the essential working parts of social dilemma action situa-
tions and their relationships is necessary to utilize the analytical power of non-cooperative
game theory while addressing the problem of social dilemma defined by material payoff.
The chapter critically reviews two such frameworks: (1) the Microeconomic System (MES)
framework by Smith (1982) and (2) the Institutional Analysis and Development (IAD)
framework by Ostrom, Gardner, and Walker (1994). Then, a behavioral framework for
social dilemmas is developed incorporating the two frameworks of MES and IAD.

The framework serves as a bridge between the empirical world of social dilemmas

and the mathematical world of game theory. Utility functions in the framework transforms
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material payoffs (crucial empirical quantity in defining social dilemmas) into von Neumann-
Morgenstern utilities (basic quantity of game theory). Arguments in the generic utility
functions and alternative specifications of non-selfish utility functions are introduced in
Chapter 3.

Chapter 4 develops a series of theoretical and empirical investigations of two al-
ternative motivations to selfishness — altruism and inequity - in the context of single-play
2 x 2 social dilemma games. First, the two models’ theoretical implications are derived
with regard to preference ordering of players over the four possible outcomes of a 2 x 2
social dilemma, types of equilibria and supporting conditions, and the predicted relative
frequencies of cooperative choices in the four qualitatively different information sets of the
simultaneous and the sequential 2 x 2 social dilemma game. The implications are formu-
lated as empirically testable hypotheses. Empirical tests of the hypotheses are conducted
using two sets of experimental data. It will be shown that, while both the models based
on inequity aversion and linear altruism account for the substantial proportion of behavior
that cannot be explained when individuals are assumed to be entirely selfish, the inequity
aversion model generates more clear and parsimonious explanations; the linear altruism
model is too underdetermined.

Chapter 5 continues the analyses of Chapter 4 in the finitely repeated 2 x 2 social
dilemma game setting. The sequential equilibria of the finitely repeated 2x 2 social dilemma
game are analyzed first, assuming that there are only two types of players and then assuming
that there is a general distribution of types. The theoretical analysis of Chapter 4 provides

an alternative to Kreps et al.’s (1982) model of cooperation in the finitely repeated Prisoner’s
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Dilemma. While Kreps et al. sacrifice the assumption of common knowledge inherent in
modern game theory, the model developed in Chapter 5 does not. Based on the conclusions
of Chapter 4, a series of realistic assumptions are made: (1) there is a significant proportion
of individuals who are not purely selfish - who care about more than maximizing one’s
own material wealth, (2) those non-selfish individuals tend to be conditional reciprocators
rather than unconditional altruists, and (3) regardless of one’s motivation, individuals know
that there exist non-selfish individuals. We will see that, in addition to an equilibrium in
which all types of players defect in every stage, there exist equilibria in which cooperation
occurs. In a cooperative equilibrium, two players cooperate from the first to near the final
stage. In a hybrid equilibrium, players make a transition from mutual defection to mutual
cooperation.

Chapter 6 conducts a series of empirical tests of the theoretical conclusions derived
in Chapter 5 using an experimental data set. First, we will look at the outcome of each game
and see how well the actual outcomes fit the types of equilibrium predicted in Chapter 5. All
the types of equilibria are observed, including cooperative and hybrid equilibria. However,
due to the existence of multiple equilibria, a majority of outcomes do not strictly follow a
single equilibrium path. When stage game outcomes deviate from the equilibrium path, it
is observed that players quickly coordinate on the path of one of the equilibria. Second,
the impacts of theoretical variables predicted by the equilibrium analysis of Chapter 5 are
tested in a series of regression models. Special issues related to the statistical analyses of
experimental social dilemma data are addressed using the statistical models of bivariate

probit and fixed effects logit. The fixed effects estimation reveals that individuals who
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cooperate more in a phase do not necessarily cooperate at comparable levels in later phases.
This is because, to play cooperation consistently, one not only needs to be a cooperative
type, but also needs to meet a partner who is willing to play cooperatively. The bivariate
probit analysis shows that players coordinate on an equilibrium path based on the way a
game is played in previous stages.

Chapter 7 summarizes the theoretical and empirical findings of this dissertation

and suggests possible directions to further develop this dissertation’s research.
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Chapter 2

Definition of Social Dilemmas and

the Selfishness Assumption

2.1 Introduction

The goal of this chapter is to define the term “social dilemma” unambiguously.
First, we will distinguish social dilemmas from the problem of collective goods provision.
The essential characteristic of social dilemmas is the potential conflict between the interests
of each individual and the group as a whole, which is not necessarily the case in the problems
involving the provision of collective goods. Second, after social dilemmas are distinguished
from other social problems, how to understand the concept of self-interest becomes the key
question in reaching the final and unambiguous definition of social dilemmas.

Self-interest can be defined either in terms of von Neumann-Morgenstern utilities —

the basic scientific quantity in game theory — or in terms of empirically observable material
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rewards/payoffs structure. Whether self-interest is defined in terms of utilities or material
rewards has far-reaching ramifications regarding what are social dilemmas and how to study
them.

After critically reviewing the common definition and the utility-based definition of
a social dilemma, this chapter proposes a behavioral definition of a social dilemma that is
based on empirically observable material reward structures. A utility-based definition ofa
social dilemma hinders empirical research due to the unobservability of utilities. The nature
of von Neumann-Morgenstern utility, and the inconsistencies in explaining cooperation
when social dilemmas are defined by utility, will be discussed.

Finally, even after the concept of a social dilemma is defined in terms of the em-
pirically observable material reward structures, the widely held assumption of self-interest
that claims that individuals’ preferences are based solely on their and only their material
rewards in the alternative outcomes of an action situation, creates another key problem
in explaining and facilitating cooperation in social dilemmas. Section 3 provides a critical
review of the diverse ways in which the self-interest assumption has been justified. With
the material reward-based definition of social dilemmas and the recognition of heterogeneity
in individual motivations, Section 4 proposes the need for a behavioral framework for the

study of social dilemmas.
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2.2 Defining Social Dilemmas

2.2.1 Social Dilemmas and Collective Action Problems

The generic action situation to be investigated in this study is a social dilemma.
“Collective action problem,” or “collective action situation” is often used interchangeably
with “social dilemma.” Insofar as the concepts are defined clearly, the interchangeable
usage is not problematic. However, there is also an interesting way to make a subtle and
potentially productive distinction between the two concepts. From Olson (1965) to Hardin
(1982), regardless how the authors defined a collective action problem, the actual studies
have focused on the problem of providing collective goods. Conflict between individual
and group interests, and resulting failure in providing collective benefits, are without doubt
the most significant aspects in the provision of collective goods. In that sense, collective
action problems and social dilemmas have been used interchangeably without any significant
objection.

However, the conflict, even a potential one, between the group as a whole and each
individual is not an inevitable aspect in the provision of collective goods. This is the case
even when all the individuals are selfish and the provision problem is of a one-shot nature.

Provision of collective goods involves the conflict between the group and each indi-
vidual only under certain circumstances. For example, when a privileged group or individual
exists, a collective good can be provided even when every single individual acts in a short-
term selfish manner. It is possible that the provision occurs at a suboptimal level leaving
at least one other cost/benefit sharing arrangement in which everyone would be better-off.

A more dramatic case is the provision of a collective good of which the provision level has a
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ceiling. In that case, the collective good can be provided by a privileged individual without
leaving any other Pareto superior cost/benefit allocation scheme. Laboratory experiments
of linear public goods provision provide another example. When the marginal per capita
return in such experiments is greater than 1, there is no conflict of interest between individ-
ual and the group. Therefore, those experimental situations are not social dilemmas. But
it definitely is a case, if not problem, of a collective good provision.

The concept of “social dilemma,” on the other hand, directly focuses on the conflict
between the interest of a group as a whole and that of each individual. Many social dilemmas
do involve, or can be framed as involving, provision of collective goods. But there are also
cases of social dilemmas that do not involve a collective good. The dilemma that two
suspects face in the original story of the Prisoner’s Dilemma game is a good example. The
prosecutor’s clever scheme intermingles the two suspects’ fate. But the prisoners are not
involved in any problem of providing a collective good defined in economic theory, though
they might be involved in a problem of providing a common good as the term is understood

in political philosophy.

2.2.2 The Common Definition of Social Dilemma

It is generally recognized that a social dilemma (collective action problem) involves

three key aspects:

e a group of individuals;

e a common interest among them; and

e a potential conflict between the common interest and each individual’s interest.
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The behavioral consequence of the action situation, whether or not and to what
extent the group of individuals achieves their common interest, is not an essential part
of the definition of a social dilemma. However, certain types of hypothetical individual
motivations and their implications for individual behavior and aggregate outcome are. So
the definitions usually have the structure of “if individuals act selfishly --- they do not
achieve a certain goal.” Even in this line of casual definition, the nature of the common
goal and the action problem the individuals have are not always clearly stated.

For example, Dennis Chong (1991:5) says that a collective action “problem” arises
“when individuals, acting out of pure self-interest, are unable to coordinate their efforts to
produce and consume certain public goods they find desirable.” The context in which the
above definition is provided leads the readers to think that what is proposed is a definition of
a social dilemma (collective action problem) commonly understood. However, given that the
problem of coordination is usually regarded as distinct from that of a social dilemma, the use
of the term “coordinate” to characterize the desired collective action is not precise enough.
In addition, “the provision and consumption of certain public goods” is not inclusive enough
to denote the collective goal individuals may have in social dilemmas.

Olson (1965:2) provides a definition of a collective action problem that is closer to
what this study calls the common definition of a social dilemma. According to Olson, in
a collective action situation “-- rational self-interested individuals will not act to achieve
their common or group interest.” There are two ways to understand this definition. First,
it can be understood as a combination of a definitive assumption about individuals - that

they are rational and self-interested - and a strong prediction that they will fail to achieve
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their common interest. Second, we can take the “rational self-interestedness” of individuals
as a hypothetical statement and understand the definition as providing a logical conse-
quence of the assumption given the characteristics of an action situation. In either case,
the formal structure of the underlying action situation remains the same. But in the latter
interpretation of Olson’s definition, the focus is the structure of the action situation while
the individuals’ motivations and the success and failure of achieving the common interest
are the subjects of research.

Ostrom (1998:1) provides a careful definition of social dilemmas that corresponds
to the second interpretation of Olson’s definition of a collective action problem. “Social
dilemmas occur whenever individuals in interdependent situations face choices in which the
maximization of short-term self-interest yields outcomes leaving all participants worse off
than feasible alternatives.” Below, a precise statement of the common definition of a social
dilemma is provided in which the hypothetical nature of the motivational statement and

the key factors involved in a social dilemma are stated explicitly.

Definition 1 (Common) A social dilemma is an action situation involving a group of in-
dividuals and commonly valued good(s) where if each individual pursues his/her self-interest,
the aggregate collective outcome(s) results in which each individual is worse off than he/she

could be in at least one alternative feasible outcome.

2.2.3 Definition of Social Dilemmas in Terms of Utilities

The common definition of a social dilemma is not satisfactory enough because the

meaning of self-interest is not clearly defined. There are two alternative ways to define
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self-interest: in terms of von Neumann-Morgenstern utilities and in terms of objective ma-
terial payoffs. Obscurities found in the literature concerning this definitional problem have
contributed significantly to the unnecessary confusions and debates over the substantive
aspects of the issues related to social dilemmas.

In the utility-based definition, a social dilemma is formalized as a generic game

with certain equilibrium characteristics.

Definition 2 (Utility-based) A social dilemma is @ game in which the equilibrium out-
come(s) is(are) Pareto-inferior to at least one other outcome resulting from a non-equilibrium

strategy profile.

It is assumed that reasonable solution concepts of non-cooperative game theory
will be used in calculating the equilibria. For example, in some sequential or repeated
games with prefect information, the collectively optimal outcome could be reached by a
Nash equilibrium. However, if the Nash equilibrium involves incredible threats or promises
and the subgame-perfect equilibria meet the definition above, the game should be regarded
as a case of social dilemma defined in terms of utilities. Some social dilemmas defined
by utilities may have the dominant strategy equilibrium as is the case in the Prisoner’s
Dilemma. Others may not, for example, as in the standard Common-Pool Resources game
with a decreasing marginal return to variable inputs.

The significance of social dilemmas lies in the very fact that they are everywhere in
our daily life. To ultimately synthesize the massive empirical research on social dilemmas,
the object of study itself needs to be defined in terms of empirically observable elements.

In most of the cases, the material payoffs are commonly valued goods whose preservation,
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production, and allocation are of utmost social concern.

On the other hand, the von Neumann-Morgenstern utility is a purely mathematical
quantity that is not easy to measure.! This does not imply that non-cooperative game
theory, of which the von Neuman-Morgenstern utility is the key scientific quantity, is not
useful in studying social dilemmas. Quite to the contrary, this dissertation relies heavily
on non-cooperative game theoretic analysis of social dilemmas. It is a contention of this
dissertation that game theory needs to be used in developing models of empirically defined
objects, but not to define the object itself.

The following two sections discuss the concept of von Neumann-Morgenstern utility
and the problems arising in attempting to explain observed cooperative behavior while

defining social dilemmas in terms of utilities.

2.2.4 The Nature of von Neumann-Morgenstern Utility

Von Neumann-Morgenstern utility is a scientific quantity that expresses prefer-
ences cardinally. As is well explained in Luce and Raiffa (1957:31-32), preferences come
first and the concept of von Neumann-Morgenstern utility represents preferences in a car-
dinal way. Assume that an individual i strictly prefers option X to option Y. Sacial choice
theory, in which cardinal values are usually unnecessary, has a simple way to denote this:
zPy. Preference orderings over more than two objects can be represented in the same way.

For example, “z is preferred to y and y is preferred to 2” can be denoted as zPyPz. How-

!Arguments can be made that there are techniques to measure von Neumann-Morgenstern utilities,
especially in the laboratory setting. One way is to directly apply the lottery method that will be introduced
in the next section. However, the method involves human choices that are stochastic in nature. Therefore,
the most favorable statement about the measurment of von Neumann-Morgenstern utility is that it could
be measured stochastically under very tightly controlled settings.
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21 2 1999
31 2 -100
4102 0.1

Table 2.1: Cardinalization of preference over two events:z Py

| X v z
T2 1 0
2(20 19 0
3200 199 0

Table 2.2: Cardinalization of preference over three events:z PyPz

ever, one might want to know how strongly individual i prefers X to Y and Y to Z. One
could ask “does individual i prefer X to Y more than he prefers Y to Z? And how much?”

In von Neumann-Morgenstern utility theory, numbers are assigned to events, with
a larger number assigned to an event representing that the event is more preferred to
other events with smaller numbers assigned. If there are only two events over which the
preference relationship is to be established, any two different numbers would work. All the
sets of assigned numbers in Table 2.1 equally well represent a preference ordering zPy.

Now assume that there are three events, X,Y, and Z, and the individual ¢ prefers
X only slightly more than Y, but he prefers Y’ very strongly to Z. What are the three proper
numbers to denote this relationship?

In Table 2.2, the order of the numbers assigned to the three events X, Y, and Z, in
each of the three rows, equally well represents the preference ordering zPyPz. But since the
numbers are equally distanced in the first row, one might not agree that the first case well
represents the fact that the individual in our example prefers X to Y more strongly than

he prefers Y to Z. Row 2 and row 3 satisfy the original intention better than row 1. But
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which one is better? Or, is there any objective way to solve the problem? Since ordinality
is the only natural content in preference relationships, cardinalization has to be indirect, in
the sense that it requires another process by which the cardinalization can be obtained.?
Von Neumann and Morgenstern cardinalize the preference relationship by combining events
with probabilities.

Let us assign 0 to event Z and 1 to event X. Now the individual has to establish
his preference between two options: option 1 gives him Y for sure, or with probability 1, and
option 2 gives him a lottery in which he has a probability p of receiving X and a probability
1 —p of receiving Z. Let us denote these two options Y and p(X, Z). In the von Neumann-
Morgenstern utility system, the value of p that makes the individual indifferent between
Y and p(X,Z) is the numerical value that has to be assigned to Y. (In this example, we
assumed a preference ordering zPyPz and assigned 0 and 1 to the events X and Z). The
resulting value of p depends on the numbers originally assigned to X and Z. That means
that von Neumann-Morgenstern utilities are defined only up to linear transformation. In
other words, like the concept of distance, there is no absolute unit for utilities.

Now it is possible to fully describe the substantive meaning of the utilities assigned
to three events. Define u(X) as the von Neumann-Morgenstern utility assigned to X. If
u(X) = 1, 4(Y) = 0.3 and u(Z) = 0 for an individual, it is meant that she prefers X to
Y and Y to Z, and she is indifferent between Y and a lottery of 0.3(X, Z) - a lottery that
gives her a probability 0.3 of receiving X and 0.7 of receiving Z.

The above procedure can be generalized to cases involving N events, X;, X, ...

3Temprature is an indirect cardinalization of the degree of warmth relying on the height of mercury
contained in a glass bar.
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Xi, ... XN, with preference ordering z1Pz2P, ... ;P ... Pz, and the original numbers
assigned to the most and the least preferred events are other than 1and 0. First, assign any
two different numbers u(X;) and u(Xy) [u(X1) > u(Xn)] to the most-preferred and the
least-preferred events. Second, find the probability p; to each of the events in between, X,
... Xi, ... Xn_1, that makes the individual indifferent between X; and a lottery pi(X1,X»)
in which individual i has probability p; of receiving X and probability 1 — p; of receiving

X.. Then,

u(Xi) = pi x u(X1) + (1 = pi) X u(XN). (2.1)

For example, suppose a case in which there are four possible events, X1, X2, X3,
and X, and your preference ordering over them is 2 PzoPz3Prs. Assign two arbitrary
numbers 10 and 5 to the most and the least-preferred events X; and X4. By this we are
setting u(X;) = 10 and u(X4) = 5. The next step is to find p and p3 that make you
indifferent between X2 and p2(X1, Xs) and between X3 and p3(X1, X4). Suppose p2 = 0.6

and p3 = 0.3. Then,

w(Xa) = 0.6 x u(X;) + 0.4 x u(Xq) =8 (2.2)

and

u(X3) = 0.3 x u(X)) + 0.7 x u(Xy) = 6.5. (2.3)

One does not need to assign the original two arbitrary numbers to the most- and
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the least-preferred events to find the lottery probabilities for the events in between. In
fact, the crucial element is the lottery probabilities for the events in between that make
the individual indifferent. So the procedure described above can start with finding the
probability first and then astign two arbitrary numbers to the most- and the least-preferred
event, and finally calculate utility of the event in between the most- and the least-preferred
events. In addition, one does not need to assign two numbers to the most- and the least-
preferred event. One could start by assigning two different numbers to any two events in
the event set.

One consequence of this definition of utility is that utilities are defined only up to
linear transformation. Thus, transformation of u(X),u(Y), and u(Z) into a x u(X) + b,
a x u(Y) + b, and @ x u(Z) + b, (where a is greater than zero) does not alter the original
substance. By definition, utility represents individual preference. Therefore, interindividual
comparison is not possible in the von Neumann-Morgenstern utility system. Payoffs of a
game in standard game theory are von Neumann-Morgenstern utilities defined as such.
Figure 2.1 shows three game matrices in which the payoffs are von Neumann-Morgenstern
utilities. What are the differences among these three games?

Insofar as the payoffs of the three games in Figure 2.1 are von Neumann-Morgenstern
utilities, it has to be clear to the readers that the three games are identical. Two basic fea-
tures of the von Neumann-Morgenstern utilities make the three games identical. First,
utilities are defined up to linear transformation. Second, utilities are defined for each indi-
vidual independently; thus, interpersonal comparison of utilities is not possible.

Strictly speaking, a perfect representation of a naturally occurring action situation
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Gamel Player 2
L R
Player1 U | 1,1 102,06
D|06,0208,08
Game 2 Player 2
L R
Player1 U | 10,10 2,6
D| 6,2 8,8
Game 3 Player 2
L R

Player1 U | 1,10 0.2,6
D} 06,2 | 08,8

Figure 2.1: The Same Game?

as a game involves not only the knowledge of all individuals’ ordinal preference orderings over
all the possible outcomes but also each individual’s preference ordering over any outcome
and lotteries involving other outcomes.

There are purely game-theoretic, but still interesting and important issues, related
to social dilemmas defined in terms of utilities. But a serious problem exists in empirical
research. A researcher usually does not know exactly the motivations of individuals in an
action situation. Therefore, in most of the cases, it is the researcher’s assumption about
individual motivations that results in the characterization of an action situation as a social
dilemma defined in terms of utilities. Or, if the research has in-depth knowledge about
individuals motivations, many action situations commonly understood as social dilemmas
(organization of a labor union, provision of public goods, etc.) will have to be excluded

from the category of a social dilemma.
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2.2.5 Standard Non-cooperative Game Theoretical Approach to Social

Dilemmas

This section discusses the inconsistencies in the attempted explanations of observed
cooperation in social dilemmas defined in terms of utilities. The Prisoner’s Dilemma game
is the most famous and simplest case of a social dilemma defined in terms of utilities. In
Figure 2.2, T, R, P, and S are von Neumann-Morgenstern utilities and a relationship holds
among them: T > R > P > S. Regardless of what the other player chooses, a player
always prefers the outcome resulting when he himself chooses D. Therefore, both players
are said to have a dominant strategy.3 The unique equilibrium of this game is (D, D) and
corresponding payoffs to players (P, P). But since R is greater than P, (D, D) is strictly
Pareto-inferior to (C,C). In studying single-play Prisoner’s Dilemma games, the exact
cardinal values of payoffs are not really important insofar as the ordering among the four
outcomes hold.

If a social dilemma is defined in terms of von Neumann-Morgenstern utilities,
is there any way to explain cooperation? Put another way, can Cooperation occur in
equilibrium of the Prisoner’s Dilemma game, the simplest social dilemma game defined
in terms of utilities? First, it is well-known that Cooperation in single-play or finitely
repeated Prisoner’s Dilemma cannot be a part of an equilibrium. Only when the game
is repeated infinitely, do there exist equilibria other than a sustained defection by all the

individuals. Probabilistic continuation of the game only opens the possibility for achieving

3There are also social dilemma games in which players do not have dominant strategies, but equilibria
are still Pareto inferior. The standard common-paol resource game is an example (see Walker, Gardner, and
Ostrom, 1990).
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better collective outcomes than that in a single-play or finitely repeated game.

But what about the well-known theories of cooperation in the finitely repeated
Prisoner’s Dilemma games (Kreps et al., 1982; Fudenberg and Maskin, 1986)? The re-
mainder of this subsection carefully follows the logic of Kreps et al. to show that cooperation
is still not possible in the finitely repeated Prisoner’s Dilemma game defined in terms of util-
ities.

In Kreps et al., either at least one of the essential assumptions of non-cooperative
game theory is relaxed or the payoffs of the game are understood as material rewards to
reach the possibility of cooperation. Relaxation of the formal requirements of game theoretic
analyses is problematic because anything can be shown to be possible that way. De facto
interpretation of payoffs as material rewards is another analytical strategy with which Kreps
et al. show the possibility of Cooperation. In that case, what Kreps et al. analyze is the
simplest case of a social dilemma defined in terms of material payoffs, not the Prisoner’s
Dilemma game.

Kreps et al. provide two models of cooperation in the finitely repeated games:

1. When a rational player has a small prior that her partner is irrational, in the sense
that the partner plays TFT (Tit-For-Tat) strategy, the rational player has an incentive

to cooperate in earlier stages of the finitely repeated game.

2. If there is a common prior that a player enjoys mutual Cooperation, then Cooperation

by both of the players until near the end of the game is an equilibrium.

There is more than one way to interpret the TFT strategy in Kreps et al.’s model.

First, as the authors sometimes say, the TFT strategy can be understood as a result of a
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player’s irrationality. Then again, there are three ways to interpret the meaning of irra-
tionality. First interpretation of irrationality is that the utility function cannot be defined
for this kind of players. However, this is a violation of one of the most important assump-
tions of the standard non-cooperative game theory. Strictly speaking, when utility function
cannot be defined for players, the solution concepts of non-cooperative game theory cannot
be applied.?

Second, it is also passible to understand a player’s irrationality in the sense that
there is a payoff function for him and utilities can be defined, but that he does not follow the
expected utility maximizing strategy. But this interpretation contains a potential paradox.
Or, this interpretation introduces an ontological dilemma related to defining preference
which may not be materialized in action.

The third way to interpret the existence of irrational players is that they do not
actually need to exist. All that is necessary is some rational players’ subjective prior that
others might be playing TFT. This interpretation, while not being a violation of the ratio-
nality condition, does violate another fundamental assumption of the non-cooperative game
theory: the common knowledge condition. In the standard non-cooperative game theory,
the three basic elements of a normal form game — players, strategies, and payoff function
- have to be common knowledge among all the players. This assumption is necessary to
avoid possible arbitrariness when different priors are allowed.

Any outcome from any game can be rationalized once it is allowed that players

understand the game differently. The common knowledge condition does not require perfect

4As a matter of fact, what Kreps et al. call equilibrium of their first model is a profile of irrational
player’s presupposed action and rational player’s solution to her decision-making problem.



44

COL
ROW Fink Cooperate
Fink 0,0 a,b
Cooperate  b,a 1,1

*a>1,b<0,anda+b<?2

Figure 2.2: Stage Game Matrix of the Finitely Repeated Prisoner’s Dilemma Game. Source:
Kreps et al.(1982:245).

information. Harsanyi (1967-68) has proposed a way to achieve common knowledge when
information asymmetries exist among players. The essence of the “Harsanyi transformation”
is that players, even when they do not exactly know the payoff function of the othcr players
in a game, do share a common belief regarding the probability distribution of player types
defined in terms of the payoff function. For Kreps et al.’s model to meet the common
knowledge condition, there should be a commonly known (objective) probability that a
player is a TFT type. But if there really exist some TFT players, then we fall back to the
problem of how to understand their irrationality.

The second model of Kreps et al. posits a small objective probability that one’s
“opponent ‘enjoys’ cooperation when it is met by cooperation” (251).% The repeated game
analyzed in Kreps et al. consists of “N repetitions of the - - two person, bimatrix, stage
game” shown in Figure 2.2. The “enjoy-cooperation” model posits a small probability &
that a < 1.

First, if the entries of the original matrix represent utilities, then the meaning
of “enjoying cooperation” becomes obscure. In principle, the payoffs of a game should

represent all the factors that affect preference. Second, if the entries of the original matrix

$Fudenberg and Maskin (1986) express this idea as a type of players having a very complicated payoff
function that makes TFT a rational strategy for them.
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represent only material rewards, the utilities can be given only after the “enjoyment” factor
is taken into account and, thus, the entries in Figure 2.2 are not payoffs of the game. In
either of the two interpretations, if there exists a proportion of players who enjoy mutual
cooperation, the basic Prisoner’s Dilemma game of Figure 2.2 is not the stage game of the
repeated game analyzed by Kreps et al. Or, to put it differently, the repeated game analyzed
in Kreps et al. has a stage game that is different from the Prisoner’s Dilemma shown in
Figure 2.2. Therefore, their analysis is not that of the repeated Prisoner’s Dilemma game.

In sum, Kreps et al.’s models do not provide a satisfactory game theoretic expla-
nation of Cooperation in social dilemmas because the object of study is not clearly defined

and/or the formal requirements of game theoretical analyses are often violated.

2.2.6 A Behavioral Definition of Social Dilemma

Each possible interpretation of Kreps et al.'s models is at the same time a way to
explain observed cooperation in the laboratory Prisoner’s Dilemma games. Some players
may not have fixed preferences defined over the four outcomes of the stage game and just
follow the behavioral rule of TFT. Or, individuals may be all rational and selfish, but do not
share a common prior that all of them are rational egoists. Or, maybe there exist individuals
who are rational but not selfish and their existence is common knowledge. While the first
and second interpretations cannot be easily discarded, they require analytical tools other
than game theory.

The last interpretation of Kreps et al.’s model is the most promising to develop
a game theoretic model that explains the observed cooperative behavior in the laboratory

Prisoner’s Dilemma game. It enables one to define the action situation based on empir-
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ically observable factors and provides a way to conduct game theoretical analyses without
abandoning the rationality and common knowledge conditions.

However, the meaning of “enjoying of cooperation” has to be further developed
into a more rigorous proposition. Do some individuals enjoy the action of cooperating itself?
Or, do they enjoy the outcome of mutually cooperative choices? Do some individuals care
for others’ well-being? Are they concerned with fairness/reciprocity? The “enjoyment”
assumption in Kreps et al. was only a technical convenience to make the stage game
somewhat different from the strict Prisoner’s Dilemma. To develop an empirically valid
theory of cooperation in social dilemmas, the nature of non-selfish motivations needs to be
addressed in a more rigorous way.

This emphasis on material objects does not lead to crude material understanding
of human interactions. Quite to the contrary, it is only after a generic action situation is
clearly defined based on the empirically observable factors, that an in-depth discussion of
the ethical and cultural factors can start.

Material payoffs are measures of goods that individuals receive as a function of
their own and others’ choices. Money is, without doubt, a measure of material payoffs.
Most experimental research, and many naturally occurring action situations, directly involve
allocation and distribution of money. Or, in the case of the two suspects in the original tale
of the Prisoner’s Dilemma game, the material payoff is the liberty, the length of free time

enjoyable out of the prison.

Definition 3 (material reward-based 1) A social dilemma is an action situation in-

volving & group of individuals and commonly valued good(s) in which if each individual
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tries to mazimize his/her material reward, the outcome(s) results in which each individual
is worse off (measured in their material well-being) than he/she could be in at least one

alternative feasible outcome.

It is worth re-emphasizing that the “maximization of material reward” is a hypo-
thetical statement to clarify the reward structure of the action situation. If each individ-
ual indeed tries to maximize his/her material reward, the game representation of a social
dilemma would be the same as the social dilemma defined in terms of utilities.

The choice of action that maximizes one’s material reward may be unconditional
as is the case, for example, in the experimental linear public good provision problem with
the marginal per capita return of less than 1. Or, it may be conditional and depend on
other individuals’ choices. In any case, the material reward maximizing behavior needs to
be analyzed borrowing from the game theoretical framework. First, assume that for all
individuals, the utility from each outcome of the action situation is a one-to-one mapping
of one’s own material reward. Second, calculate the reasonable equilibria of the game
constructed with the motivational assumption. Third, conclude that the action situation is
a social dilemma if the equilibria of the game constructed as such are Pareto-inferior te the
outcome resulting from at least one non-equilibrium strategy profile.

The game constructed as such might have multiple equilibria. If all of them are
Pareto-inferior to at least one non-equilibrium outcome, the original action situation is a
social dilemma. If at least one equilibrium gives an outcome on the Pareto-frontier, the
underlying action situation is not a social dilemma.

Notice that here the game theoretic discussion of the action situation is to clarify
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the material reward structure with hypothetical and, probably, unrealistic, motivational
assumption. The more important game theoretic analyses should be done after heteroge-
neous motivations are incorporated into the material reward structure of the social dilemma
action situations.

We have consciously avoided using the term self-interest in the material-based
definition of social dilemma. In this study, an individual is said to be self-interested if
the sole purpose of his/her action is to maximize the material reward he/she gets. The

material-based definition of social dilemma can be rewritten using the self-interest concept.

Definition 4 (material reward-based 2) A social dilemma is an action situation in-
volving a group of individuals and commonly valued good(s) where if each individual acts
on his/her own self-interest, an outcome results in which each individual is worse off than

he/she could be in at least one alternative feasible outcome.

In explaining individuals’ behavior in social dilemmas, understanding the heteroge-
neous motivations is most important. It is still possible to model heterogenous motivations
while defining self-interest as utility maximization. However, in that case, all the non-
material maximizing patterns of behavior fall in the rubric of self-interested behavior. A
very awkward classification of motivations will be inevitable in which behavior that sac-
rifices one’s own well-being for the sake of others’, that follows certain ethical rules, etc.,
are all called self-interested. Defining self-interestedness as material reward maximization

makes the discussion regarding heterogeneous motivations more productive.
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2.3 A Critical Review of the Selfishness Assumption

The “f --- then” structure of the material-based definition of a social dilemma
highlights the structural characteristics of the action situations. Explaining cooperative
behavior, then, takes two forms. First, one can assume that individuals are in fact self-
interested and explain cooperative, thus apparently anomalous, behavior, in terms of the
changes in the structure of the action situation. The state, market, and self-governing solu-
tions reviewed in Chapter 1, when understood as empirical explanations, are the examples.
In fact, the overwhelming majority of empirical and theoretical investigations thus far have
followed this approach.

Alternatively, one can acknowledge the existence of non-selfish motivations and
model them explicitly. This approach does not deny the importance of the non-motivational
factors in social dilemmas. To the contrary, the purpose of this approach is to incorporate
a well-established fact that there exists rational non-selfish individuals and synthesize both
the motivational and non-motivational factors in a theoretically coherent and empirically
valid manner.

Why has the self-interest assumption become so popular in studying human social
interactions? What justifications have existed to defend it against the apparent anomalies?
A contention that human beings are all selfish (in the sense of material well-being maxi-
mization) sounds too strong. Milton Friedman (1954), thus, had to defend the assumption
in a rather distorted way. His defense of using a universal selfishness assumption in build-
ing theory did not rely on the assumption’s empirical validity. However, to consider the

conformity of a theory’s assumptions to reality as a test of its validity is, Friedman argues,
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fundamentally wrong (14). Assumptions can never be realistic. The only proper test of a
theory is whether or not its implications survive empirical tests.

Whether assumptions are free from any direct empirical scrutiny is not clear in
Friedman's argument. At some point, using a biological example of photosynthesis, he seems
to argue that hypotheses are completely free from reality tests; insofar as the hypothesis that
“leaves deliberately sought to maximize the amount of sunlight it receives” explains “the
density of leaves around a tree” (19) well, the hypothesis is justifiable. On the other hand,
he also suggests that hypotheses cannot be “descriptively” realistic since they are inevitable
abstractions from the reality. But hypotheses, rather than being arbitrary, need to abstract
“the common and crucial elements from the mass of complex and detailed circumstances”
to explain the object of the theory in the most efficient manner.

Thus in the study of market economies, the hypothesis that “individual firms
behave as if they were seeking rationally to maximize their expected returns and had full
knowledge of the data needed to succeed in this attempt” is valid insofar as it abstracts the
essential aspects of the reality efficiently and generates empirically valid predictions.

Demsetz (1997) takes a more straightforward position regarding the selfishness
assumption in economics. Demsetz argues that abstraction and reality are not mutual
enemies. Abstraction is necessary in that complete description yields not theory but only
classification. However, pure abstraction itself cannot advance empirical science since it
only produces mathematical logic. Therefore, what is important is the manner in which
the abstraction is conceived. In that regard, “the neoclassical conceptualization, contrary

to what its critics say, is a realistic portrayal of those characteristics that are important
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in an inquiry into the commercial activities of large, decentralized economic systems” (4).
Notice that Demsetz restricts the domain to which the assumption is a realistic abstraction:
inquiry into commercial activities of large, decentralized economic systems.

Alchian (1950) provided a stronger case for self-interest /rationality assumption for
economics based on the widely accepted theory of the market. The evolutionary process
operating within the market drives out non-profit-maximizing, non-calculating actors pro-
vided that the competition among firms is sufficiently intense. Therefore, even when the
original actors themselves do not consciously pursue those goals in that manner, it is exactly
those actors with the characteristics consistent with economic theory who survive in the
market.

This perspective has been revived in recent debates among political scientists over
issues related to rational choice theory. Satz and Ferejohn (1994) argue that the self-interest
as an empirical foundation of rational choice theory is not an individual-level psychological
attribute, but a consequence of structural characteristics of certain arenas of human inter-
action. Their argument is based, similar to that of Alchian, on the paradigm of evolutionary
biology that views nature as “selective structure” (81). Therefore, rational choice theory is
most successful where “individual action is severely constrained, and thus where the theory
gets its explanatory power from structure-generated interests and not from actual individual
psychology” (72).

It becomes rather puzzling, given the theoretical background of the self-interest
assumption in economics, why the rational choice theorists in political science have relied

so much on the self-interest assumption in their study of collective action/social dilemmas.
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In modern political thought, the original emphasis has been laid more on “self”
than “interest” part of “self-interest.” It was the seventeenth century contractarians in-
cluding Hobbes and Locke, who provided foundations for modern democratic ideas based
on self-interest. In spite of the practical conclusions that often justified existing monarchy,
the true revolutionary aspect of the political philosophy in that era was contained in the
kind of thinking that “every one by the light of nature and reason will do that which makes
for his greatest advantage” (Lee, 1978[1656] — quoted in Mansbridge, 1990:5).

In the twentieth century, Schumpeter (1942) went even farther to challenge the
very notion of common good in defining the meaning of democracy. He laid out a view of
politics and democracy in which competition among politicians is described as analogous to
that among firms for market share. The relationship between political leaders and citizen
voters is compared to the relationship between firms and consumers.

This perspective, often called “adversarial democracy,” still leaves room to inter-
pret the meaning of self-interest in many different ways. In other words, self-interest in
politics need not necessarily be equated to the pursuit of immediate material gain. Asa
founding block of modern democratic politics, self-interest could simply mean the pursuit
of what one prefers without restricting the content of what a citizen might prefer. In ad-
dition, often in the realm of politics, the short-term, as well as the long-term, wealth effect
of important public issues to each citizen is not clear.

However, in part due to the spread of analytical methods developed in economics
and in another part due to the influx of new subjects of political inquiry, the narrowest

sense of self-interest has come to occupy an increasingly important role in political analysis.
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Two major themes in Downs’s seminal book An Economic Theory of Democracy (1957)
exemplify the transition. First, in what later became the spatial theory of voting, each
citizen has preferences over issues, and politicians choose positions attempting to maximize
the number of votes they receive in an election. On the part of politicians, the meaning of
self-interest can be rather narrowly defined: the pursuit of an immediate material object,
the vote. On the part of citizens, what is necessary is their preferences over issues. The
motivational foundations for such preferences need not be limited to self-interest. A citizen’s
position on an issue, for example tax policy, could be based on the amount of material gain
she expects from a certain policy content. But whether a citizen’s position on tax policy is
based on her material gain or her sense of social justice is not an essential part of spatial
theory of voting. The position itself, and its distribution among a constituent, is what
matters analytically.

In the other part of An Economic Theory of Democracy, Downs creates a major
puzzle by using the notion of self-interest in its narrowest sense. The puzzle is citizens’
participation in voting. The small material costs involved in voting participation in the
form of time forgone and transportation cost exceed the expected gains from casting a vote
given the extremely small probability that one’s own vote becomes pivotal.

The increasing use of the self-interest assumption defined as the pursuit of one’s
own material gain can also be associated with the proliferation of applied game theoretic
models of collective action. Game theory itself does not require the self-interest assumption.
But when empirical questions are addressed in a game theoretical framework, it is often

necessary and convenient to adopt the self-interest assumption. The reason is that the
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match between the core quantity of game theory - utility — and the core empirical quantity
in social dilemmas ~ material rewards - make the task of building game theoretical models
of collective action easier.

Increasing numbers of political scientists and economists conducted empirical and
theoretical research on collective action using game theoretic models that assume the cor-
respondence between material rewards and utilities. Olson’s The Logic of Collective Action
(1965) was a pivotal work in presenting the idea of collective action problems at the general
level. In terms of substance, Olson relied heavily on the example of labor movement/union
participation. Again, the dilemma was that in spite of the fact that every potential member
of a labor union prefers to have the benefits the union can provide for him, the collective
nature of the benefit makes him free-ride on the others’ contribution in the establishment
and operation of the labor union. This, of course, is not a puzzle at all, for those who
disagree with the fundamental assumption in it; that every worker is self-interested. Many
puzzles related to social dilemmas are proposed and found in this manner.

Based on this short review of the relevant history, it is time to reflect whether
there is any compelling reason to preserve the selfishness assumption in the study of social
dilemmas. Friedmanian instrumental justification that a theory should not be judged by
the empirical validity of its assumptions would no longer hold, given the vast amount of
anomalies in the theories of collective action based on the assumption of self-interest. The
assumption does not seem to be a realistic abstraction in Demsetz’s sense in the areas of
social dilemmas, though it might be the case in the study of competitive markets. This leads

to a rejection of the justification that views selfishness as an innate psychological tendency
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of human beings. In addition, the evolutionary (Alchian) and structural (Satz and Ferejohn)
defenses of the assumption are not persuasive when applied to social dilemmas, since being

selfish is not the best way for individuals to achieve the most out of social dilemmas.

2.4 The Need for a Behavioral Framework

Empirically oriented scholars of politics have been well aware of the fact that not
every individual is selfish. Various kinds of non-selfish deeds are very common in politics
among leaders and citizens. Then, why have the rational choice theorists of collective action
not been able to dispense with the selfishness assumption?

There seem to be two major reasons. First, while borrowing the method developed
in economics, many political scientists also borrowed the self-interest assumption without
noticing that the various justifications for the assumption in the study of market economies
do not hold quite well in the study of social dilemmas. Second, there are practical difficulties
involved in building formal models of social dilemmas without the strong assumption of self-
interest.

Many political scientists who are not antagonistic to the rational choice approach
have pointed out the empirical anomalies arising when the self-interest assumption is adopted
(see articles in Mansbridge, 1990). Some attempts have also been made to develop formal
models that do not rely on the assumption of self-interest. However, a full-blown, as well as
empirically relevant, game theoretical analysis of social dilemmas has remained a difficult
task.

What does it mean that not every individual is selfish? It is only an argument
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against a very strong and simple idea that everyone is selfish. Refuting the selfishness
assumption opens up an infinite number of modeling possibilities. Game theoretic analysis
of the social dilemma needs an assumption about players’ motivation that is expressed
in terms of their utility function that transforms the material payoffs into von Neumann-

Morgenstern utilities. The strong self-interest assumption corresponds to a utility function

o =u'(2) =2 (2.4)

where z* is the material payoff for an individual ¢ in the action situation.® Then any utility
function other than (2.4) would qualify as representing non-selfish motivations. The first
difficulty in game theoretic modeling of social dilemmas without the selfishness assumption
is that there are too many alternatives. At this stage, all we can say about the alternative
non-selfish utility function is that its generic form has arguments other than one’s own

material payoff.

o =iz, Z) (2.5)

where Z is a vector of any elements other than one’s own material payoff.

The self-interest assumption also implies homogeneity among individuals: that
everyone is selfish and everyone is the same in that regard. Common sense suggests that
individuals are different from each other. Facing social dilemmas, some would still behave

selfishly while others would not. Those who are not strictly selfish would differ among

6This utility function also assumes that individuals are risk neutral. A selfish utility function without
any assumptions regarding risk attitude would be : v = u'(z"), where $% > 0.
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themselves in terms of how far they depart from the purely selfish motivation. In game
theoretic analysis, this necessitates the introduction of multiple types. A generic utility
function, then, needs to include type parameters as well as arguments other than one’s own
material payoff:

ot =iz, Z: 6Y) (2.6)

where ©" is a vector of individual i's type parameters.

Nearly half a century of experimental research on social dilemmas has provided an
enormous amount of empirical evidence that the selfishness assumption expressed in utility
function (2.4) does not go far in explaining individuals’ behavior outside of market environ-
ments. At the same time, the exploration of alternative motivations and its incorporation
in game theoretic framework has only recently been launched (Crawford and Ostrom, 1995;
Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000; Cain, 1998; Daugherty and Cain,1999;
Rabin, 1993; Falk and Fischbacher, 1998; Dufwenberg and Kirchsteiger, 1998). Rigorous
game theoretic analyses based on the recognition of multiple types and uncertainty are rare
in spite of the methodological tool already provided by Harsanyi (1967-68) a few decades
ago.

Final preparation to develop an empirically grounded theory of cooperation in
social dilemmas is to develop a behavioral framework. The framework should provide the

linkage between the two research strategies so far established for this dissertation.

1. The object of study - social dilemmas — needs to be defined based on the observable

factors in the action situation.

2. Game theoretical analysis needs to be done while acknowledging the existence of
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multiple types of individuals.

A framework, first of all, identifies essential working parts of the empirical world.
Game theory itself is a mathematical tool that does not address the empirical world directly.
Crucial working parts of social dilemma action situations, including material payoffs but
not limited to them, need to be identified based on a framework of social dilemmas. The
framework at the same time establishes the static and dynamic relationships among the
working parts of an empirical world. The framework will be especially helpful in formalizing
the evolutionary dimension of a social dilemma.

Finally, the framework has to relate its empirical working parts to the theoretical
working parts of game theory. This will help in understanding the empirical implications
of game theoretical analyses. At the same time, since not every empirical working part in a
framework has its place in the game theoretical analysis, the framework will make it clear
what assumptions are made and how they are justified in game theoretical analyses of an
essentially empirical object. Chapter 3 develops a behavioral framework for the study of

social dilemmas and explains its basic operations.



59

Chapter 3

Frameworks and Models

3.1 Introduction

A framework is a configuration of “the broad working parts and their posited
relationships that are used in an entire approach to a set of questions” (Ostrom, Gardner,
and Walker, 1994:25). A framework relevant for the study of social dilemmas needs to
abstract the crucial working parts involved in the generic action situation of social dilemmas.
Inductive theories of social dilemmas establish empirical regularities within the subsets of
the working parts of the framework. For example, “communication among individuals has
a positive impact on achieving a higher level of cooperation” and “the larger the gain
from mutual cooperation, the more likely that an individual will cooperate” are empirical
theories of social dilemmas. On the other hand, game theory and decision-making theories
are deductive theories that can be used within the broader framework of social dilemmas to
derive hypotheses regarding the relationships among working parts or to generate models

of specific social dilemma action situations.
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A framework itself does not yield empirical arguments. On the contrary, a better
framework is one that is compatible with multiple theories, that helps a researcher to
understand which theory is more suitable in explaining which kind of social dilemma action
situation. The overall advancement in the study of social dilemmas can be made through
the dynamic interaction between deductive and inductive theories within a well-articulated
framework. The results of advanced knowledge of social dilemmas accumulate as empirical
theories of social dilemmas.

The primary purpose of this chapter is to develop a behavioral framework of social
dilemmas. The term “behavioral” implies that the framework is intended to be useful in
explaining empirical phenomena and not just a meta-theoretical device.! Given the defin-
ition of a framework described above, the term behavioral is rather redundant. However,
the redundancy helps to emphasize the need to develop a framework that allows a rigorous
empirical approach to analyzing social dilemmas. On the other hand, the term “behavioral”
is added to indicate an extensive use of “behavioral game theory” in conjunction with the
framework in this study.

Behavioral game theory itself has a far broader scope of interest. Camerer (1997)
defines behavioral game theory as an approach that “aims to describe actual behavior.”
Camerer identifies three main issue areas where standard game theory has experienced

frequent failure and behavioral game theory tries to provide more plausible explanations:

'However, it is different from the Skinnerian sense of behaviorism, which is a particular case of empiricism.
In the Skinnerian behaviorism, the primary focus of research is the establishment of empirical resularities
between the kinds of stimuli an organism recieves and the kinds of reactions by the organism to the stimuli
(Skinner, 1974). Articulation of the inner mechanisms that connect stimuli and responses is intentionally
avoided in Skinnerian behaviorism. Since the behavioral fremework of social dilemmas does intend to artic-
ulate the inner mechansims of individuals in the forms of preference and information processing, it is on the
line of neo-behaviorism in the psychological discipline.
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(1) sacial preference, (2) problems of choice and judgement that include framing effects and
players’ overestimation of their own capabilities, and (3) problems of strategic reasoning
that include focal points and timing of the choice.

Behavioral game theory is still a branch of (non-cooperative) game theory in that it
relies on the solution concepts of non-cooperative game theory to link the initial conditions
of a game and the resulting behavior and aggregate social outcome. To describe and explain
actual behavior while preserving the essential theoretical power of game theory, behavioral
game theory needs a framework - a system of formal language - that can capture what
standard game theory misses, while at the same time formal and logical enough to utilize
the analytical concepts of noncooperative game theory.

Section 2 reviews two exemplary frameworks: V. Smith’s Microeconomic System
(MES) framework and the Institutional Analysis and Development (IAD) framework as
a groundwork for developing a behavioral framework for social dilemmas. Section 3 lays
out the basic structure and operation of the behavioral framework for social dilemmas that
provides the foundations for the formal and empirical analyses conducted in Chapters 4 to 6.
Section 4 presents a generic utility function as the foundation for modeling heterogeneous
motivations. Section 5 reviews some of the extant models of heterogeneous motivations

expressed in utility functions.
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3.2 Review of Frameworks: MES and IAD

3.2.1 V. Smith’s Microeconomic System Framework

Vernon Smith (1982) formalizes a framework that bridges the flourishing exper-
imental studies and microeconomic theory. Smith himself does not consistently call it a
framework. Overall, however, what he develops is clearly a framework, since, as he says,
the main purpose of a microeconomic system is “to provide a taxonomy for laboratory ex-
perimentation which allows the methods, objectives and results of such experiments to be
interpreted and perhaps extended” (923).

The MES framework is especially useful in studying how the characteristics of
alternative institutions affect the aggregate social outcomes. By varying institutional rules
while controlling for environmental variables, experimental research can draw conclusions on
the relative performance of different institutions. In the MES framework, the microeconomic
system is the unit of analysis.

A microeconomic system (S) consists of environment(e) and institutions([) :

S =(e,I). (3.1)

Environment is considered to be initial circumstances that cannot be altered by the agents

or the institutions.? Environment, e, consists of

e N agents (1,...,N}

[n a more general framework, control vs. focus variables need to be determined by research question
and design. Any element in Environment can be theoretically and practically changed to examine its impact
on behavior and aggregate social outcome.
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Figure 3.1: Dual representation of an Environment
K + 1 commodities (including resources) {0, 1, ..., K},

certain characteristics of each agent i, e = (v, T%, 1), where

u' is agent #'s utility function,
T is agent i's technology endowment, and
7' is agent i's commodity endowment vector.

An environment can be represented as a set of individuals with their characteristics

e=(e,....eV), (3.2)

or as a set of population characteristics distributed among the individuals

e=(u,T,7). (3.3)

In the first representation, an Environment is a set of individuals or simply a popula-

tion. In the second representation, Environment consists of utility functions, technology,

and endowment. Figure 3.1 shows the foundation for this dual representation with an

Environment with three agents and three characteristics as an example.

Institution, I, defines “the rules of private property under which agents may com-
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municate and exchange or transform commodities for the purpose of modifying initial en-

dowments in accordance with private tastes and knowledge” (924-5). An Institution specifies

e A language M = (M1, -, M) consisting of messages m = (m!,-.-,m"), where m'

is an element of M*
o Allocation rules for each i H = (h}(m),---,h¥(m))
e Cost imputation rules C = (c!(m), -+, c™(m)), which could be included in H

o Adjustment process rules - starting rule, transition rule, stopping rule, all concerning

exchange of messages.

In other words, an Institution defines the alternative choices (messages) each agent
has at each stage of a transaction, the ways in which resources are allocated and costs are
imputed to each agent as a result of the choices made by all the individuals, and the ways in
which a transaction starts, proceeds, and ends. The Institution of a microeconomic system
endows each individual with a set of alternative choices during each stage of transaction
and a certain amount of resources as a result of transaction - that is why “defining property
rights” is enough to capture the essence of the function of an Institution. Understood as

such, an Institution is the collection of all these individual property right characteristics

I=,--, 1Y), (34)

IMessage is analogus to strategy in game theory.
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where each agent i's property rights in communication and in exchange are defined by

I’ = (M, ki(m),c'(m), ¢'(to, t, T)). (3.5)

Or, alternatively, an Institution can be also defined as a set of rules that, in turn, defines

each individual’s property rights in the area of a transaction governed by each rule.

I = (M, h(m),c(m), g(to,t, T)) (3.6)

where

M= (M., M) (3.7)

etc.

The MES framework'’s high level of formality is particularly helpful in developing
a behavioral framework for social dilemmas that can be used in conjunction with game
theory. On the other hand, we will also see that the MES framework tends to assume away,
or rather consciously detours, the problem of individuals’ motivations. The existence of
motivation(s) is a fact that cannot be disputed. The nature of motivations, however, is not
directly observable.

This gives a conundrum in building a framework of which the working parts need

to be empirical objects. Smith solves this problem by suggesting that a certain type of
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preference can be induced through the devices contained in a series of precepts in the
article.

The emphasis on preference inducement in the MES framework reflects the pur-
poses Smith posited that were most important in the early days of experimental economics.

The purposes of laboratory experiments, as Smith understood them, are

e to control the elements of a system S = (e,I) = (u,T,m; M, h,c,g),

e to observe message responses of agents and the resulting outcomes, and

e to evaluate the performance of the system (930).

The primary purpose of experiments, thus, is the evaluation of relative performance
of alternative institutions. This, of course, is one of the most important purposes of not
only the laboratory but also the field research on any kind of human interactions. The
problem is that this one purpose is given too much emphasis, and there follows a need
and belief that all the elements in a system can be controlled in a well-devised experiment.
Among the elements, it would certainly be possible to control the endowments(r), the
messages (M), and the rules (h,c,g). But, is it also possible to control utility function(u)
even in the laboratory? Smith proposes a set of precepts that he believes is sufficient to
induce subjects’ preferences. The four precepts are: Nonsatiation, Saliency, Dominance,

and Privacy (931-35).

e Nonsatiation: Given a costless choice between two alternatives, identical (i.e., equiva-

lent) except that the first yields more of a reward medium (for example, U.S. currency)
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than the second, the first will always be chosen (i.e., preferred) over the second, by

an autoniomous individual.

e Saliency: Individuals are guaranteed the right to claim a reward that is increasing
(decreasing) in good (bad) outcomes of an experiment; individual property rights in
messages, and how messages are to be translated into outcomes, are defined by the

institution of the experiment.

¢ Dominance: The reward structure dominates any subjective costs (or values) associ-

ated with participation in the activities of an experiment.

e Privacy: Each subject in an experiment is given information only on his/her own

payoff alternatives.!

When a study accepts the precepts, it can be assumed that in every agent’s utility
function, utility is monotonically increasing in monetary reward and each agent chooses
actions to maximize the expected monetary return. In sum, agents can be considered as
rational self-interested actors.

In experiments examining the performance of market institutions, these precepts
seem to work reasonably well. The precept of privacy deals with the possibility of “inter-
personal utility considerations,” the possibility that “individuals may not be autonomous
own-reward maximizers” and, thus, their preferences diverge from what the experimenters

intend to induce.

4Put in crude practical terms, these precepts require experimenters to pay enough monetary reward to
the subjects, make the rewards directly related to their choices, keep the decision making costs quite low
relative to the rewards, and keep the reward information private to each subject so that the subjects can
consider only their own rewards.
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It can be questioned whether or not the privacy condition is necessary and whether
or not it can be achieved. First of all, inference on relative performance of institutions does
not necessarily require that preferences be exactly controlled. Preferences can, and need
to, be controlled in the sense that subjects are randomly assigned to different experimental
conditions such that initial distributions of motivational tendencies across experimental
treatments would not be biased. Once that control is achieved, different outcomes resulting
from different institutions can be attributed to the institutions, whether or not the exact
utility functions for all the individuals are controlled for and known to the experimenters.

Second, not providing full information regarding the reward structure of an ex-
periment does not mean that the subjects cannot make a good conjecture about it. For
example, in double continuous auction experiments with multiple rounds, most subjects
quickly capture the overall demand and supply schedule after a few rounds. In that case,
it is quite possible for them to infer how one's own choices affect the monetary rewards for
others. The observed behavior in market experiments apparently indicates that preferences
are induced successfully since the outcomes of such experiments are usually consistent with
the theoretical predictions based on the universal self-interest assumption. But there are
other possible interpretations for such observation (for example, Fehr and Schmidt, 1999).
In the alternative explanations, it is the characteristics of the market institution that chan-
nel behavior to a certain direction regardless of the nature of individual preferences. The
implication is that even when preference inducement fails, the institutional characteristics
will induce certain behavior that gives an impression that the preference inducement has

been successful.
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The Privacy precept is particularly problematic in the experimental study of social
dilemmas in which the experimenters have to make sure that each and every subject is
aware of the interdependent reward structure. It is exactly how individuals consider and
react to the interdependent nature of rewards allocation that researchers wish to know in
the laboratory as well as in the field study of social dilemmas. In that sense, the Privacy

precept is incompatible with the very purpose of the social dilemma research.

3.2.2 Institutional Analysis and Development Framework

The Institutional Analysis and Development (IAD) framework was developed by
scholars associated with the Workshop in Political Theory and Policy Analysis at Indiana
University synthesizing the teachings of classical political economy, public choice theory, new
institutional economics, and non-cooperative game theory. It has been applied to formal and
non-formal studies of macro and micro social phenomena. The IAD framework identifies a
set of universal working parts and their generic relationships involved in intentional human
interactions. It provides a common explanatory scheme for a wide range of action situations
including markets, hierarchies, and social dilemmas (Ostrom, Gardner, and Walker, 1994:25-
28). The basic conceptual unit of analysis in the IAD framework is an action arena, which
includes an action situation component and an actor component. Figure 3.2 summarizes
the basic components of an action arena in the IAD framework.

The specific characteristics of an action arena are generated and shaped by the
rules that individuals use to order their relationships combined with the attributes of the
physical and cultural world. Social outcomes result when actors, with preferences and

capabilities, take actions within the constraints and opportunities posed by the rules and
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An Action Arena is Composed of

An Action Situation involving

Participants in

Positions who must decide among diverse

Actions in light of the

Information they possess about how actions are

Linked to potential

Outcomes and the

Costs and Benefits assigned to actions and outcomes.
Actors, the participants in Action Situations who have

Preferences,

Information-processing capabilities,

Selection criteria, and

Resources.

Figure 3.2: Components of Action Arenas. Source: Ostrom, Gardner, and Walker (1994:
29).

the physical and cultural world.

Though the working parts of a social space are categorized differently between
the MES framework and the IAD framework, and the MES framework employs a formal
expression for each working part while the JAD framework relies more on informal concepts,
each individual working part in one framework easily finds its counterpart in the other. For
example, actor in the IAD framework is conceptualized as agent in the MES framework.
While the actor in the IAD framework is a higher-level category that encompasses multiple
working parts of preference, information capabilities, selection criteria, and resources, the
agent in the MES framework is an element of environment. However, it is not difficult to
potice that both the frameworks attribute an individual in a social space of interaction as
having preferences (utility functions), information-processing capabilities (technology), and
resource (commodity) endowments.

Language (M) and adjustment processing rules (G) in the MES framework, defined
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for each individual, specify each individual’s position and available actions and information
in the IAD framework. Allocation rules (H) and cost imputation rules (C) in the MES
framework correspond to the elements of potential outcomes, transformation function, and
payoffs in the IAD framework. While the seven elements of an action situation in the
IAD framework are explicitly posited independent of the rules that define the elements, the
corresponding elements in the MES framework are implicit in the definition of Institution.

Compared to the MES framework, the IAD framework is more flexible in dealing
with the problem of unobservable preferences. The IAD framework does not require fixed
assumptions (induced or speculative) on the nature of the preferences individuals might
have. To the contrary, the IAD framework takes theories of preference and selection criteria
as hypotheses and tests their validity based on the observed behavior of the agents. The
behavioral framework of social dilemmas to be developed will follow the approach of the

IAD framework in dealing with the problem of unobservable preferences.

3.3 A Behavioral Framework for Social Dilemmas and Its

Operations

The striking commonality, in spite of some important differences, between the
two frameworks reviewed in the previous section serves as the foundation for developing a
behavioral framework for social dilemmas in this section. The essence is that the framework
needs to help structure the social space in which human beings make decisions within a set
of artificial and physical constraints. In terms of terminology, the framework will borrow

extensively from the MES framework. This is because the formal and succinct nature of
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the MES helps in developing a framework whose main purpose is to bridge the empirical
world of social dilemmas to behavioral game theory. Substantively, however, the behavioral
framework for social dilemmas can be considered as a formalized, simplified, and adjusted
IAD framework for formal research on social dilemmas. As a limited framework, it will not
incorporate the multiple levels of analysis in the IAD framework: constitutional, collective
choice, and operational. It is also limited in that it assumes, if not specifies, individual
utility function; the framework assumes that individuals do have preferences with certain
characteristics. On the other hand, by simply replacing the utility function with other kinds
of decision-making mechanisms, the framework can easily be made compatible with other

theories.

3.3.1 A Behavioral Framework of Social Dilemmas

The social space in which interactions among individuals occur is called a system,

A. A system consists of Environment, e, and Institution, I :

A=(e]). (3.8)

Environment, e, consists of

o N individuals {1,---,N},

e K commodities (including resources), and

e certain characteristics of each individual 1, &' = (u*, T*, 7%, i, ¢*), where

' is individual #'s utility function,
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T" is individual #'s technology endowment,
7 is individual #’s commodity (resource) endowment vector,
¢ is individual i's belief, and
q' is individual 's learning function that updates utility function,
technology, and belief.
An Environment can be defined in two ways. As a set of environments possessed

and/or experienced by each individual
e=(e, ,e") (3.9)

or, as a set of generic elements

e= (u, T,n,p, q)' (310)

Insitution, I, specifies a set of actions A = (Al,...AN) where A' is the set of
actions available to agent i, a set of rules R = (R)..RL) that may include allocation
rules R,, communication rules R., information rules Ry, rules governing sanctioning R,
rules governing monitoring R, etc., and a set of higher-order rules governing institutional
change R'. Classification of rules is not attempted in the framework. It suffices to note
that Institution specifies actions available to each individual ~ the rules of transaction and
institutional change.

An Institution can be defined either as a sum of institutions defined on each of

the N individuals
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I=,..,.IY) (3.11)

where

I'= (A, R\, RY), (3.12)

or as a combination of institutions governing separate substantive aspects of a transaction:

I =(A R, R). (3.13)

3.3.2 Operation of the Working Parts in the Framework

To present the operation (logical and temporal unfolding) of a system, a generic

notation

X Y 2z (3.14)

will be used. Expression (3.14) means “Y maps X into Z” or “X is mapped into Z by
Y.” Mapping implies either material transformation or logical consequence. For example,
when an original system (X) is mapped into a resulting system (Z) through the function
of an element (Y), the mapping is a material transformation. Or, when individuals make
their choices (X), and a relevant set of rules (Y) in the system allocates resources among
individuals and generates a new state of resource allocation (Z) based on the choice made

by individuals, the mapping is the functioning of the rules in aggregating individual choices
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into a scheme of resource allocation. In either case, Y, the medium, is considered as the
cause of the material or logical correspondence between X and Z.

A system is activated when individuals choose actions. An individual i’s behavior
is his/her selection and execution of an action, ', or a series of actions, ¢’ = (ai,...,a})
over time, from the action set A*. An individual’s behavior is conditioned, in principle,
by all of the elements in the system including his/her own characteristics defined in the
previous subsection. In practice, which elements in the system are posited to condition an
individual i’s behavior in what manner depends on the nature of theory used to animate
the framework to explain observed functioning and consequences of a system. Since the
explanatory power, or the empirical validity, of a theory is a crucial criterion in choosing
which theory to use in conjunction with the framework, the relevant set of elements and
the manner in which they condition individuals’ behavior are empirical questions as well.

The fact that behavior is somehow conditioned is an essential requirement in sci-
entific research on human social interactions. Otherwise, if behavior is purely random, it
is meaningless to develop frameworks, theories, and models to explain it. Conditioned be-
havior implies the existence of a behavioral function @ for each individual i, that maps the
individual’s own characteristics, €', into an action, @', conditional on environment, institu-

tion, and other individuals’ behavior®:

SCompare (3.15) with Smith’s behavioral function §*(e'|I), which is non-strategic. It is non-strategic in
the sense that it is not conditioned on others’ behavior and characteristics. The point is not that behavior
is always strategic in the sense of game theory, but that Smith’s behavioral function tends to preclude
strategic behavior. The generic behavioral function specified in this subsection, in turn, does not mean that
all behaviors are strategic. It only allows the possibility. Parametric behavior can be modeled by minimizing
the conditioning power of a certain subset of elements in the system.



76

(¢|1,e,a’) Q a* . (3.15)

When viewed in aggregate, the behavioral function constitutes a process in which environ-

ment and institution are jointly mapped into a set of actions taken by individuals.

(IL,ey B ¢ (3.16)

where 8 = (8, ---,8") and a* = (a'*,---,a"").

A relevant set of rules in the rule set R (re)allocates resources among individuals
based on the actions taken by agents, generating a new distribution of resource endowments
among agents, 7 . The set of actions actually taken by the individuals (a*) is a consequence
of the original system A.5 The resulting allocational state 7' belongs to the new system
A’ in which the parameter values for the elements are different from those in the original
system A. Therefore, it is now necessary to introduce a time dimension to the operation of
the system and its elements. Outcome actions taken in the original system at time ¢, first
create a new allocational state of affairs. And the new allocational state of affairs in turn
creates and belongs to a new system at time t + 1. The relevant rules in the rule set at time

t, Rt dictates the mapping:

a* Rt (3.17)

6We could call it an allocation rule and have it subscripted, for example, R,. But for the simplicity of
presentation, further sub-classification of rules is not attempted in the notation. The analytical focus on
utility function in this study does not require further classification.
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where 7t+1 = (glt+1 ... gNi+l),

Changes in individual #’s preference, belief about the elements in the system, and
technological and informational capabilities may occur when the individual i experiences
and evaluates the consequence of his/her own action in the new state of allocation. Indi-
viduals will experience the allocational consequence. Whether or not, and on what level of
concreteness, an individual will be informed about the intermediate factors that caused the
new state of allocation - for example, actions actually taken by other individuals - depends
on the relevant set of rules in the rule set R* and his own reasoning capability defined in
T*i. Each individual’s learning function updates his utility function, technology, and beliefs

based on a* and 7. The learning function for an individual i dictates the process.’

(a®,mt*l) g (utt, T ) (3.18)

In aggregate,

(a"t,n") 4 (ut+1,T‘+l,p‘+l). (3.19)

Therefore, it can be said that institutional rules regarding allocation and individuals’ learn-
ing function jointly create a new environment based on individuals’ behavior in previous

time periods:

a** _Ri‘;‘l et (3.20)

™It is possible that the learning function q itself is subject to change. However, to avoid complications, ¢
is assumed to be constant over time. So, it does not carry temporal subscript.
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The whole process is a transformation of the original system into a new one:

(A:Le) B' o' Ry (A:1e)tt. (3.21)

When the media of the system transformation are suppressed, a holistic representation is

possible in which a system as a whole is the ultimate cause of the new system:

(A:Lelt — (A:Ie)tt. (3.22)

3.3.3 Theories and Inference on Motivation

In a holistic sense, the initial system (A : I,e)" is the cause of the immediately
following system (A : I,e)**!. In a micro perspective, differences in the resulting systems
(A : I,e)*+!are explained in terms of the differences in the original systems (A : Ie).
When a subset of elements in (I,€), call it z, is varied while all others are controlled, the
differences in the resulting systems can be explained by the difference in the varied elements

of the original systems:

(A:Le) =y (A:Lef"! (3.23)
(A:Le)y z3 (A:Lej. (3.24)

The two system transformations of (3.23) and (3.24) imply that all other elements

in the two original systems were the same and the only difference was in the set of elements
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z: =z in system 1 and =z, in system 2. When the differences in z in the original
systems do not make any difference in the resulting system, the element r is said to be
irrelevant or inconsequential in explaining system transformation.

The mappings in the operation of a system have been presented in the most ab-
stract form without specifying concrete mechanisms of the mappings. Theories provide the
mechanisms. For example, non-cooperative game theory provides a specific case of the map-
ping of environmental and institutional characteristics of a system into individuals’ outcome
behavior. The assumptions of expected utility maximization and common knowledge in the
standard non-cooperative game theory provide a specification of the mapping (3.15) that is

repeated as (3.25) below:

(€'|l,e,d) g a*. (3.25)

Whether or not a theory will be adopted to provide the concrete mapping mecha-
nisms of a system depends, to a significant part, on the empirical validity of the theory in
regard to the observable functioning of the system. To use a theory to operationalize the
elements in a system, the elements need to be transformed into the elements of the implicit
framework of the theory. Suppose we have a system A = (e,]) = (u,m,, A, R) and are

interested in explaining individuals’ outcome behavior a* = (a!*,---,a"*):

(A:u,m,p,A R) — a’. (3.26)

Theory “ezplains” why certain types of behavior, a*, result from a system with certain
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characteristics, (A : u, T, s, A, R). But to acquire the explanation, a correspondence between
the empirical elements of the framework and the logical elements of the theory is necessary.
For example, suppose we wish to provide an explanation based on a simple non-cooperative
normal form game. The system A, then, needs to be transformed into a normal form game
T, of which the working parts are the set of players i € I, the pure strategy space S; for
each player i, and payoff functions f; that give player i s von Neumann-Morgenstern utility

ui(s) for each strategy profile s = (sy,...8;). A game I'is defined by I, S, and F':

I=(15,F) (3.27)

where I=(1,...,N), § = (51, ..., Sn), and F = (f1,..., fN)-
Therefore, an explanation of behavior using noncooperative game theory requires

a transformation.?

(A:u,m,uARD(T:1,5F) (3.28)

The transformation provides an explanation because noncooperative game theory has a

well-defined mechanism by which initial conditions of a game generate equilibria:

I(,S,F) — s". (3.29)

In other words, (3.29), the way game theory solves a game, is an explanation of (3.25), the

way the elements of a social dilemma generate actual behavior of individuals.

8The triple arrow( =) implies correspondence.
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Unfortunately, the transformation is not automatic. Problems arise when one tries
to map the five elements of a system into the three elements of a game. The action set, A,
can be directly translated into the strategy set, S, of the game. Players are also evident.
The main problem is how to construct payoff function, F. Empirical construction of a
payoff function requires the knowledge of how actions taken by individuals assign utilities
to each individual. Expression (3.30) is the way the mapping of actions to utility occurs in
the framework. The set of actions taken by individuals (e) generates a new allocation of
resources (7) among the individuals dictated by the relevant set of rules in the rule set R.

Utility function, , transforms a state of allocation to utility (u(r)):

a R 7 u u(m. (3.30)

In game theory, this empirical process is abbreviated as

s E u(s). (3.31)

In the terminology of the framework, this is a direct mapping of actions to utilities. To
construct an empirically valid payoff function of a game, attention needs to be paid to each
step in (3.30). Action (a) is observable. The institution, R, is also observable. That allows
us to map actions (a) to an allocation (7). To convert 7 into the payoffs in the normal
form game, one needs to know utility functions of individuals, u, which are not directly
observable. The essence of behavioral approach to motivation is the empirical inference

on u = (ul,--- ,ul ), based on observable elements in the framework, A, and the observed
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behavior of individuals, a*?19:

(A,0") = u. (3.33)

3.4 Generic Utility Function

3.4.1 Motivational Factors: A Generic Utility Function

Inference on u is in fact an inference on the utility functions of all the agents:
(u},--+,u). The inference is based on the observable elements of the system, observed
behavior of the agents, and the additional assumptions related to the application of game
theoretic solution concepts: that individuals (agents, players) have utility functions that
satisfy von Neumann-Morgenstern utility axioms and agents hold common and truthful
knowledge regarding the structure of the system including the utility functions of others.
Under most circumstances, identifying a unique u = (ul,- -+, u") would be an impossibility.
In many cases, one can only narrow down the possibilities by eliminating some obviously
wrong candidates. To retain scientific value, the inference has to be made on the generic

utility function that has substantive meaning, applies to a wide variety of action situations,

9The double arrow (=) implies direction of inference.
19Game theoretic models with the self-interest assumption posits u*(7*) = #*. With that assumption, a set
of actions can be mapped into a set of von Neumann-Morgenstern utilities for individuals. Payoff function
is defined. The common knowledge assumption provides the last requirement for the application of solution
concepts in non-cooperative game theory:

pl=pl=, .., =u". (3.32)
With the assumptions, a subset a® can be selected from a. This is a mathematical/logical practice on purely
a theoretical level and a prediction when applied to an observable action situation. Suppose the prediction
fails. At a deeper level, one can consider alternative aggregation methods such as individual decision-making
theory or evolutionary theory with their implication for construction of the system itself. Or, one might still
wish to use the solution concepts of non-cooperative game theory as the primary mechanism of mapping the
initial system to actions.
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and is falsifiable.

Generic Utility Functions

While the payoff function, as an element of a normal form game, maps each strat-
egy profile into the von Neumann-Morgenstern utility for each player, the utility func-
tion discussed here transforms each end state, usually 7/, into each agent’s von Neumann-
Morgenstern utility. A generic utility function consists of a vector of arguments II and a

vector of parameters ©:

u* = u'(Il; ©°). (3.34)

Inter-individual heterogeneity is captured by the individual specific values of the
parameters, ©. The game models based on the self-interest and risk neutrality assumptions
utilize a specific operationalization of the generic utility function in which IT = (r') and

' = (1):

o =u'(r') = 7' (3.35)

It is implied that individuals are selfish in the sense that they care only about their own
material well-being and they are risk neutral. The self-interest assumption without the
risk-neutrality assumption is a bit more general:

i

u' =ui(n'), where % >0. (3.36)

It is assumed that individuals care only about their own material well-being and they
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prefer a higher material payoff to a lesser one, regardless of how the other factors vary as a

consequence.

3.4.2 Arguments in Utility Function: Factors Affecting Preference

Arguments in a utility function, and the ways the arguments and parameters com-
bine, determine the mathematical representation of an individual’s motivation. In addition,
these two factors also determine whether the utility function supports a game; that is,
whether game theory in the sense of von Neumann and Morgenstern (1953), Nash (1950),

and Harsanyi (1967-68) can be used to model an action situation.

Others’ Well-Being

In addition to one's own material wealth, what could be the additional arguments
in an individual's utility function? The first and most natural candidate is 7/#!. Now
individual ¢ cares not only about the amount of the good available for her but also those
for others. There are multiple possibilities concerning the relationship between = and 7I#
in a utility function. Andreoni (1990), Cain (1998), Palfrey and Prisbrey (1997), Fehr and
Schmidt (1999), and Bolton and Ockenfels (2000) give examples of utility functions in which

#I# is an argument.

Actions

Action, the selection and execution of a particular strategy, itself can be an ar-
gument in a utility function. Some people feel good when they do the things that they
think they should do, even when doing so reduces material welfare. Some people feel bad —

lose utility — when they do things that are inconsistent with the moral, social, or personal
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principles they have, even when doing so increases their consumption of a commonly valued
good. Crawford and Ostrom’s (1995) § parameter, and Palfrey and Prisbrey’s (1997) warm-
glow term, are the arguments in individual utility functions that directly reflect preferences
over actions themselves, not the results of them. Placing action as an argument in utility
functions raises two methodological questions. First, is this a violation of the instrumental
rationality principle, often conceived as fundamental in rational choice and game theory?
Second, is the action chosen an element of the outcome of a game? These two questions
arise from the common understanding in game theory that preferences must be defined
over the “outcomes” of a game. Or, outcomes of a game consist of all factors that affect
players’ expected utilities. Sen (1985) argues that action itself is often a crucial element in
the state of affairs brought about by the action.!! Though important, we can avoid these
questions since there are ways to incorporate actions into the utility functions while meeting

the mathematical requirements of a game.

Beliefs

Beliefs have been an essential element of game theory since Harsanyi's (1967-68)
seminal article on games of incomplete information. But in standard game theory, beliefs’
importance lies in the calculation of players’ expected utilities. In Rabin’s (1993) model
of fairness, which will be introduced in the next section, belief is an argument in players’
utility functions. Inclusion of beliefs into the utility function raises a question regarding the

model’s compatibility with the standard game theory.

11up geate of affairs in which Brutus kills Caesar is not just one in which Caesar has expired. It is one in
which the killing of Caesar by Brutus (and others) figures”(181).
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Identity and History

Identity of co-players (Kollock, 1998) and history of relationship (Wagner, 1998)
are also considered as arguments in utility functions. Kollock argues that the preferences
over outcomes differ depending on the identity of the co-player(s) of a game. In Wagner’s
formal model of reciprocity, utility for a player varies depending upon past interaction in

the game, holding material outcomes constant.

3.5 Non-selfish Utility Functions

The kinds of arguments, and the ways arguments and parameters are combined,
define the substantive meaning of a utility function. Additional characteristics of a non-
selfish utility function depend on scale sensitivity, symmetry, linearity, and other math-
ematical properties. Below, several non-selfish utility functions, proposed by behavioral
game theorists and experimental social scientists, are introduced and their characteristics
are briefly discussed. The concepts used to characterize these utility functions, such as
altruism, fairness, equity, reciprocity, etc., themselves do not have clearly defined and uni-
versally accepted meanings. Thus, mathematical implementation of these concepts depends
on the inventor’s own interpretation of the concepts. To achieve notational coherence across
different models, utility functions are modified without changing the inventor’s original in-
tentions. For simplicity, all utility functions are presented in the context of two-person

action situations.!?

1277wo of the utility functions - the altruism function and the inequity aversion function - will be analyzed
in detail in the next chapter.
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3.5.1 Altruism

Altruism in its operationalized form often involves weights an individual gives to
others’ wealth (Jencks, 1990:53). The weights vary across individuals. Cain (1998) provides
a model of the Prisoner’s Dilemma in which players have different levels of altruism. In

the model, an individual’s utility function is specified as

w(r, 7, 0) = 7* + 'nd (3.37)

where 0 < 8 < 1. It is implied that II = (f,77) and ©' = (¢*). Notice that individual i's
utility monotonically increases, except when ¢* -0, not only in her own but also the other
individual’s material well-being. Therefore, 8* can be interpreted as individual i’s rate of

substitution between one’s own and the other person’s material payoffs.

3.5.2 Inequity Aversion

In Fehr and Schmidt’s (1999) inequity aversion model, individual i's preference

aver possible outcomes of a two-person game is represented by a utility function

wi(rt,7l;af, f) = 7' — o' max(n? - 7%,0) - F max(n* - 77,0) (3.38)

where it is assumed that < o and 0 < #* < 1. It is implied that IT = (n%,#7) and
©' = (a',§"). When both a'and #* equal zero, individual i’s preference is exactly the
same as the one in the traditional models of self-interest. What the model of inequity

aversion implies is that some, but not all, individuals prefer equal outcomes to unequal
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ones, holding the level of one’s own material payoffs constant. Qutcomes of different games
are explained in terms of the interaction between the distribution of types in a population
and the characteristics of institutions that shape the interactions among individuals. This
is an inequity aversion utility function in the sense that given an individual i's material
payoff of 7%, the other individual j's material payoff 7/ that maximizes i's utility is 7/ = 7.

The preferred choice set to any given status quo for an individual with inequity
aversion utility function is always a subset of that for the purely selfish individuals. When
an increase in one's own wealth is accompanied by a substantial decrease in the other
person’s wealtt., or when an increase in one’s own wealth is accompanied by a far larger
increase in the other person’s wealth such that the level of inequity also increases more than
a tolerable extent, the individual rejects the alternative even when it guarantees that he

will be materially better off.

3.5.3 ERC (Equity, Reciprocity, Competition)

Bolton and Ockenfels (2000) argue that individuals are motivated by both the
pecuniary payoff and the relative payoff standing. Their model of Equity, Reciprocity, and

Competition (ERC) can be exemplified in two-person games by a utility function

.n,i

i ‘1!’" 8y — b Al ; i
i, 1l 0) = 1 (T

1
5) (3.39)

where 4' is the weight attached to the relative pecuniary payoff standing. The bigger 4* is,
the more concerned individual i is for equity. When 7' is zero, individual #’s utility function

is the same as the conventional self-interest utility function. Bolton and Ockenfels’ model
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is quite similar to that of Fehr and Schmidt. The key difference is that (1) Bolton and
Ockenfels’ utility function is nonlinear, which allows better application to dictator games
but introduces additional complexities in calculation; and (2) it is based on the premise that
as the size of the pecuniary payoff increases, individuals’ preference becomes more selfish,

- which is not the case in Fehr and Schmidt's model.

3.5.4 Fairness

Rabin’s (1993) model is based on the observation that people are kind to those
who help them, but want to hurt those who are unfair to them, even when doing so is
not strictly in their material self-interest. A mathematical model that incorporates this
persuasive observation, however, is rather complicated. In a two-person game with players

1 and 2, Player 1's subjective expected utility is a function of three factors:

u! = (a1,b9,c1) (3.40)

where a; is 1’s action, by is 1’s belief about 2's action, and ¢; is 1's belief about 2's belief
about 1’s action (= 1’s belief about b,).

Let TI(b;) = {(mi(a,b;), 7;(bj,a)) | a € S;} denote the set of all feasible material
payoffs player i can select given 's belief b;. Let 1r;-'(bj) denote player j’s highest material
payoff in II(b;), and 1r§~(b,-) the lowest material payoff among points that are Pareto-efficient
in I1(b;). Equitable payoff 75(b;) = [1r;-‘(b,-) + w;-‘(b,-)] /2 is a reference point against which to

measure how generous player 1 is being to player j. Let w;?‘i“(bj) denote the worst possible
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payoff for player j in the set II(b;). Player i's kindness to player j is given by a formula

"j(bja at) - “;(bj)

Flohi) = 2ty o)

(3.41)

Player #'s belief about how kind player j is being to him is given by another formula

y = Tl b)) — 7i(c5)

And the actual utility function of individual i is

Values of f;(-) and f7(-) lie in the interval [-1,%]. The bigger fi(-) is, the kinder
i is to j. Lower f?(-) implies that player ¢ believes that player j is treating him unfairly.
Then, player i wishes to treat player j badly too, by choosing an action a;, that makes fi(+)
low or negative.

The most interesting feature of Rabin’s model is that it includes beliefs as argu-
ments in players’ utility function. Whether or not this is compatible with game theory is
questionable.!3 Falk and Fischbacher (1998) and Dufwenberg and Kirchsteiger (1998) pro-
vide models of reciprocity based on Rabin’s theory, and extend its applicability to extended

form games.

13Van Kolpin (1993) argues that one can apply conventional game theory to these games by including the
choice of beliefs as additional parts of player’ strategies.
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3.5.5 Relationship Accounting

Wagner (1998) presents a dynamic model that is based on a social psychological
process called “relationship accounting.” History, summarized as the relative material payoff
standing between players in the past, is an argument of the utility function in the model.
In two-person games played at time t, individual #’s utility function, in its simplest form!,
is

ui.t = (1 - pi)n,i,t _ pi |,YiG.~,g...1 + (n,i,t _ ,’rj,t)l (344)

where, G term summarizes the relative material payoff standing between the two players in
the past, 4* is the strength of memory (or the extent to which i thinks the past is important
in making decisions for the current round), T:-Lp' is i’s marginal rate of substitution between
his material wealth and consideration for the norm, and #** is i's material payoff at time
t. If Git-t > 0, i is the debtor to the creditor j. When an individual is in the debtor’s
position, giving more to the creditor is necessary to maximize the utility function. Type

parameters v* and p' decide the magnitude of self-disadvantageous inequality ¢ has to endure

to compensate the accumulated self-advantageous inequalities in the past.

1414 is the simplest form in the sense that egalitarian norm is commonly accepted between the two players.



92

Chapter 4

Altruism or Equity?

4.1 Introduction

The models of nonselfishness introduced in Chapter 3 do not assert that specific
kinds of motivations are universally held by individuals involved in a social dilemma. In-
stead, the models provide alternative dimensions of inter-individual heterogeneity.! For
example, the altruism model does not assert that human beings are all altruistic. Rather,
it proposes the dimension of altruism as a useful and empirically valid way of describing
the different degrees of (non)selfishness that motivate individuals’ behavior.

This chapter conducts theoretical and empirical investigations of two models of
nonselfishness: altruism and inequity aversion. The two models are selected for in-depth

analysis because

1. They are among the simplest alternative models to that of selfishness. Simplicity is a

1Rabin's model is an exception. But it is not too difficult to modify the model into a model of motivational
dimension.
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valuable asset for any model. However, it is a principle of science that a complicated
model with empirical validity be chosen over an elegant model that is empirically
invalid. Therefore, the simplicity of the two models is not valued by itself but valued as
a strategic merit in developing models of non-selfishness. The assumption of selfishness
cannot be easily discarded in studying many types of action situations. It has been
dominant too long in the study of social dilemmas. Therefore, this study builds and

tests alternative models by incrementally relaxing the narrow selfishness assumption.

2. The two models are compatible with noncooperative game theory. Models specify
dimensions for motivation. But motivation is only one factor that affects behav-
ior. Theories specify other individual, institutional, and environmental factors and
their relationships that result in the actual behavior of individuals. Noncooperative
game theory is an alternative theory that can be used in explaining behavior in so-
cial dilemmas. Moreover, it is the most widely used theory. The priority given to
noncooperative game theory in this study reflects the strategy of starting with the
most simple and clear alternative and proceeding by means of incremental adjust-
ment. When the best possible model based on noncooperative game theory reaches
its limit, there will emerge a better ground on which to examine the validity of the
fundamental assumptions of non-cooperative game theory and the possible directions

to which disciplined adjustments can be made.

The altruism (equity) model proposes the dimension of altruism (equity) as the
proper way of describing each individual’s extent of (non)selfishness. In the following analy-

ses, the meanings of the terms altruism and equity are no more or no less than what is shown
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in the respective utility function. In other words, the concepts are used only to characterize
the mathematical formulae of the utility functions(4.1) and (4.2) below. Both utility func-
tions are presented in the context of two-person games in which 7* and 77 denote individual

i's and j’s material payoff, respectively.

e Altruism utility function

u'(r', 77, 0') = 7' + ' (4.1)

where 0 < 6 < 1.

¢ Inequity aversion utility function

u'(r',78;al, ) = 7' - of max(n? - 7%,0) — B max(r — 1/, 0) (4.2)

where f' < afand 0< §' < 1.

The term altruism is often used to refer to any kind of nonselfishness because
all kinds of nonselfish motivations involve a consideration for others’ interest. However,
altruism in this study is defined as a specific kind of nonselfishness often called “linear
altruism” (Taylor, 1987; Cain, 1998, Dougherty and Cain, 1999). The principle of decision
making reflected in the utility function can be viewed as a variant of the utilitarian principle
(Harsanyi, 1955) in that it maximizes the weighted sum of individual welfare. The limiting
case of the altruism utility function (4.1) toward the direction of selfishness (when 6* = 0)

is the purely selfish utility function. The limiting case in the other direction (when 6* = 1)
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is a fair utilitarian utility function in which a person weighs others’ interest the same as
one's own.?

The utility function (4.2) implies that individuals have different degrees of pref-
erence for equal allocation, of which the strength is denoted by the magnitude of the type
parameters o and 5'. An individual with an aversion to inequality would sacrifice certain
amounts of his/her own material payoff to increase or decrease others’ material payoffs so
as to achieve a more equitable allocation. The limiting case of equity-oriented preference
toward selfishness is when both the parameters o' and ' take a value of 0 - in that case,
the utility function degenerates into a purely selfish one. The other limiting cases are hard
to define in the inequity aversion utility function because it contains two parameters and
two restrictions. A case is when of = §, indicating that an individual ’s aversion toward
self-advantageous inequity is as strong as a self-disadvantageous inequity. Otherwise (o' >
(%), the function assumes that the latter is greater than the former. Another limiting case
occurs when §° approaches 1. The bigger §* is, the stronger individual ¢'s aversion to in-
equitable allocation. A §* almost as big as 1 implies that individual i is almost indifferent

between keeping an amount of material payoff that exceeds others’ and throwing it away to

2The altruism utility function in Cain (1998) has a form

Ui(X¢) = oimi + o7, (4.3)
After dividing both sides of the equation by @, the utility function is the same as the one used in this study.
(Since utility is defined up to linear transformation, dividing the left side of the equation by any positive
constant does not affect outcomes.)
Dougherty and Cain(1999) employ an altruism utility function in the form of

w = fi(mi +6im;) (44)
where f; is any monotonically increasing function. Equation (4.4) adds, to the altruism function used in this
study, the aspect of decreasing marginal utility of the weighted sum. In terms of ordinal ranking between two
alterantive allocations, (4.3) and (4.4) always result in the same preference insofar as the type parameters
take the same value.



achieve strict equality.

Parameter range restrictions in each of the two models imply implausibility, not
impossibility. For example, in the altruism function, cases with 6 greater than 1 or less
than 0 is imaginable. The former implies that individual ¢ values others’ well-being more
than his own. The latter implies that any increase in others’ well-being decreases one’s own
utility. Both are possible. But they are considered insignificant in explaining motivations
and behavior in social dilemmas.

Before conducting a more formal analysis of the two utility functions, it helps to
compare these two and other motivational models with a simple example. Given a constant
level of one’s own well-being, an altruistic individual’s utility increases in others’ well being.
Suppose Mr. Smith obtains $100 as a result of an interaction with another individual. If
Mr. Smith was a person with some degree of aversion to inequity, the amount of money for
the other person Mr. Smith perferred most is also $100. Any more money going to the other
person decreases his utility. If he was a person with a very strong aversion to inequity, he
would prefer an equitable, but Pareto-inferior, allocation of $50 to each, to an inequitable,
but Pareto-superior, allocation of $60 to himself and $100 to the other. However, if he
was an altruistic individual, as operationalized here, he would be willing to sacrifice some
amount of his money if that substantially increases the other person’s share. For example,
a strong altruistic individual would prefer an allocation in which his share is $40 and the
other person’s share is $100 to an alternative allocation in which each receives $50.

Figures 4.1 to 4.3 show, respectively, the indifference mappings of an individual

with purely selfish motivation (Figure 4.1), with moderate altruism (Figure 4.2), and with
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moderate aversion to inequity (Figure 4.3) on an allocation space between oneself and
another person. In each of the figures, the z-axis represents the individual’s own material
payoff and the y-axis the other person’s. In Figure 4.2, 6 = 0.5. In Figure 4.3, a = 0.5 and
g =03

A selfish individual, whose indifference mapping is shown in Figure 4.1, prefers an
allocation in which his payoff is larger than another allocation with a lower payoff, regardless
of what payoff the other person obtains. For example, he prefers an allocation of $100 to
himself and $0 to the other person to another allocation in which each gets $99. On the other
hand, an altruistic individual, whose indifference mapping is shown in Figure 4.2, would
reject some alternatives to the status quo in which his share increases if that increase is
accompanied by too much decrease in the other person’s share. The exact trade-off points
for an altruistic individual is determined by his altruism parameter 6. Notice that any
Pareto-improving reallocation is approved by an altruistic individual. On the other hand,
an individual with some degree of aversion to inequity may not approve of a Pareto-superior
reallocation if it increases the difference in the relative standing too much. For example, in
Figure 4.3, an allocation point (2,5) falls in the left side of an indifference line that passes
the allocation point (1,1), indicating that (1,1) is preferred to (2,5).

Since both the altruism model and the inequity aversion model incorporate het-
erogeneity, testing the relative performance of the models is not straightforward. It is not
simply a question of “are individuals altruistic or averse to inequity?” The correct ques-
tion is “Which is the better model of inter-individual heterogeneity?” Another important

question is whether the relative performances of the models are specific to social dilemmas
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Figure 4.1: Indifference Mapping of Pure Selfishness
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Individual 2
Cooperation Defection
Individual 1 Cooperation | R, R S, T
Defection | P, P T, S
* T, R, P, and S represent material payofts
“*T>R>P>S

Figure 4.4: 2 x 2 Social Dilemma

or generalizable to a wider scope of action situations. This would require a broader and
more systematic empirical test of the models. In this study, the focus is on how the models
perform in social dilemmas in which one person’s gain can be the other’s loss, while at the
same time there exists a way for both to be better off by not blindly pursuing one’s own
self-interest. Therefore, any conclusions drawn from the empirical tests of this study do not
extend to non-dilemma action situations.

Sections 2 to 4 derive theoretical implications of the two models regarding types
of preference ordering (Section 2), equilibria (Section 3), and behavior in four information
sets in the simultaneous and sequential 2 x 2 social dilemma games (Section 4). Section 5

tests the implications drawing on a set of experimental, two-person social dilemma games.

4.2 Preference-Ordering Types

Models restrict possible states of the world. A model that does not restrict at all
may not be falsified. However, in that case, its value as a model does not exist since it adds
no understanding of what is possible and what is not in the empirical world. Therefore, we
will see how each of the two models restricts the possible state of affaris in meaningful ways

and how their restrictions fit with the empirical evidence available.
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Figure 4.4 recapitulates the two-person, binary choice social dilemma action situ-
ation, heretofore called 2 x 2 social dilemma. The concepts of Fear, Greed, and Cooperators’
Gain (Rapoport and Chammah, 1965; Ahn et al., 2001) greatly simplify the discussion of
the material payoff structure of a 2 x 2 social dilemma. When the other player cooperates,
a player can increase his material payoff by defecting, by T — R, which is called Greed. He
can also increase his material payoff by defecting when the other player defects, by P — S,
called Fear. As a group, however, players can increase their material payoff by R— P, called
Cooperators’ Gain, by moving from mutual defection to mutual cooperation. When these
three quantities are normalized by the range of possible payoffs (T’ — S), they are called
normalized Greed (Gy), normalized Fear (Fy), and normalized Cooperators’ Gain (Cn).
The relationship among these three quantities characterizes a 2 x 2 social dilemma quite

well, because the sum of these three measurements is always 1:

Gn(Normalized Greed) = % (4.5)
. _ P-S
Fn(Normalized Fear) = T-% (4.6)
. . R-P
Cn(Normalized Cooperators’ Gain) = T—S 4.7
Gn + Cn + Fn = 1. (4-8)

Figure 4.4 itself does not represent a game since the payoff entries are material
payoffs and not von Neumann-Morgenstern utilities. To convert the social dilemma action

situation shown in Figure 4.4 to a standard game, the utility functions of individuals need
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Player 2
C D
Player 1 C [ uI(R,R), u*(R,R) u1(S,T), ui(S,T) |
D [ WI(T,S), v*(T,5) u' (P, P), u*(P, P)

Figure 4.5: Normal Form Game Representation of a 2 x 2 Social Dilemma

to be specified. Figure 4.5 is the social dilemma game.?
In a purely selfish utility function
o =ui(r') = 7, (4.9)
where 7 is individual i's material payoff, only one preference ordering shown in (4.10) is
possible.
W(T, S) > u'(R, R) > v'(P,P) > u'(S,T) (4.10)

Our focus in this section is what other types of preference do the models of altruism and
inequity aversion allow.
4.2.1 Altruism

First, as is the case in both the models of selfishness and inequity aversion, al-
trusitic individuals operationalized by the utility function of (4.1), prefer mutual Cooperation

to mutual De fection regardless of the value of their type parameter 6 :

u'(R,R) > u'(P, P). (4.11)

3Strictly speaking, Figure 4.5 shows a game with complete information, which is different from the game
with incomplete information to be analyzed in this chapter.
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Proof.

v(R,R) > u'(P,P)
R+6R > P+6'P
(R-P)+0'(R-P) > 0

(R-P)1+6) > 0 (4.12)

Inequality (4.12) is always true because both (R — P) and (1 + 6') are greater than 0. ®
Under what conditions would an individual i prefer to cooperate when the other
player cooperates? The range of type parameter @' that satisfies this partial preference

ordering can be calculated as follows:

w(R,R) > u'(T,S) (4.13)

¢ > . (4.14)

Rewriting inequality (4.14) using the previously introduced notations of normalized
game parameters simplifies the expression. Inequality (4.14) can be rewritten as

T-R

> Frs—T-n

(4.15)
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Divide both the numerator and denominator of the right side of the inequality by the range

of material payoff parameters, (T — S) :

(4.16)

If 6, individual i’s altruism parameter, is greater than 'lfca:, she prefers to cooperate when

the other person also cooperates. Accordingly, if

, Gn
1]
6 < =G, (4.17)
individual ¢ prefers to defect when the other player cooperates. If
. Gn
6 = =G (4.18)

she is indifferent between Cooperation and Defection when the other player cooperates.
Is it possible, against our intuition, that an individual i prefers to cooperate even

when the other player defects? If it is ever possible, a condition should be satisfied:

w(S,T) > u'(P,P) (4.19)
S+6T > P+6'P
¢(T-P) >

¢ > —. (4.20)
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Inequality (4.20) can be simplified using the normalized payoff parameters. Rewrite (4.20)
as
P-S

0i>T—S—(P—S) (4.21)

and divide both the numerator and denominator of the right side of the inequality by the

range of material payoff parameters (T’ — ). Then the condition can be expressed as

(4.22)

Therefore, if ', individual ¢’s altruism parameter, is bigger than T—F'?'.T’ he prefers to coop-

erate even when the other person defects. Accordingly, if

; K
1 n
0 < T (4.23)
individual ¢ prefers to defect when the other player defects. If
; F,
t n
6 = TF (4.24)

he is indifferent between De fection and Cooperation when the other player defects.
Possible preference orderings and their supporting parameter conditions can be
derived based on the (in)equalities (4.16) to (4.18) and (4.22) to (4.24). There are four
major behavioral types that are implied by the model of linear altruism: unconditional
defection, unconditional cooperation, and two types of conditional cooperation. Conditions

5 to 8 provide supporting parameter conditions for these behavioral types.
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Condition 5 Unconditional Defection: 6 < min[;E-, 15a-]

Individual i always defects regardless of the other player’s choice: This implies
that 8 < 1S (417) and ¢ < {H (4.23). In other words, 6 < min(5-, 158
Consistent with our intuition, when other players’ material well-being does not figure much
in one’s utility function, the individual is less likely to cooperate. The backside of this
condition is a relatively large temptation for defection expressed by the large normalized
material payoff parameters F,, and Gnp. The larger the two normalized parameters, the
larger mm[l—fp;,l—_ca:] and it becomes less likely that an individual's consideration for
other's well-being is big enough to overcome the temptation of defection present in the

material payoff structure of a social dilemma.
Condition 8 Unconditional Cooperation: 6' > max[l—fh, 1—_08:]

Individual i always prefers to cooperate regardless of the other player’s choice. This
requires 6* > {3~ (4.16) and 6° > T3 (4.22). In other words, if 6' > max(;5-, 151,
Cooperation is individual i’s dominant strategy. In part, this result is consistent with the
simple intuition that the more one cares about others’ interest, the more likely he is to
cooperate. The flip side of this condition is that the two kinds of temptations, the normal-
ized Fear (F,) and Greed(Gy), need to be small enough so that individual ¢’s altruistic
orientation can overcome them. Again, intuitively, the smaller the material temptations of

a social dilemma, the more likely an individual will cooperate.
Condition 7 Type 1 Conditional Cooperation: l—fa: <#< {1;

Individual i prefers to cooperate when the other player cooperates, but prefers
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to defect when the other player defects. This requires 8 > l—fa: (4.16) and ¢ < 1—3;
(4.23). In other words, T—Gﬂ: <# < 1_3: This type of preference can be understood as
a conditional cooperation based on the reciprocity principle. A necessary condition for the

existence of the preference type is

Gn Fy
l—Gn < I—Fn

G, < F,. (4.25)

Inequality (4.25) as a necessary condition implies that in a social dilemma in which the
structure of material payoffs is such that F, > Gj, players can never have this type of

preference.
Condition 8 Type 2 Conditional Cooperation: Tf?; <#< ng,;

Individual i prefers to cooperate when the other player defects, but prefers to
defect when the other player cooperates. This requires 6 > l—f‘;;.: (4.22) and ¢ < 1—_63:
(4.17). In other words, 1—_52: <#< -l—f-&-; The existence of this type of preference requires

a necessary condition

Fn _Gn
l-Fn I—Gn

F, < Gp. (4.26)

Again, this implies that in certain kinds of social dilemmas with relatively large normalized
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Type Preference Ordering Interpretation
PD w/(T,S) > u'(R, R) > w/(P, P) > w'(S,T) T Always Defect
Assurance | v'(R, R) > v'(T,S) > v'(P, P) > (S, T) Reciprocity
Chicken | v'(T,S) > u'(R, R) > u'(S, T) > u(P, P) ?

Angel u'(R, R) > v(T,S) > u¥(S,T) > w'(P,P) __ Always Cooperate

Table 4.1: Preference Types and Interpretation: Altrnism Model

Type Parameter Condition Necessary Condition
PD 6 < min[;H-1%-]  None

Assurance l—f-a: <8< 1—_’-}; F,>G,

Chicken | 18- <6 < S Fa<Gn

Angel 6> ma.x[l—f-';:l—%:] None

Table 4.2: Conditions for Preference Types: Altruism Model

Greed (Gy), players can never have this type of preference. Heretofore the four preference
types will be called PD (Prisoner’s Dilemma) Angel, Assurance, and Chicken prefer-
ences.! Tables 4.1 and 4.2 summarize possible preference types and supporting conditions

in the model of altruism.

4.2.2 Inequity Aversion

Both the models presented in Fehr and Schmidt (1999) and Bolton and Ockenfels
(2000) can be regarded as models of inequity aversion. For a given 2 x 2 social dilemma

game, the differences between the two models can be ignored.® To simplify analysis, this

4Naming of Type 2 Conditional Cooperation as Chicken preference does not imply any sense of cowardice.
It simply reflects that it is the standard preference type of players in the Chicken game.

5The main difference between the two models in the context of a given 2 x 2 social dilemma is that while
in Fehr and Schmidt’s model only the normalized material payoff parameters matter, in one interpretation
of Bolton and Ockenfels model, the absolute material payoff parameters also matter. Another noticeble
difference is the linearity (Fehr and Schmidt) versus nonlinerarity (Bolton and Ockenfels). But this can be



108

section uses Fehr and Schmidt’s model shown in (4.2) to represent the general family of

inequity aversion utility function. In the model it is always the case that

u'(R,R) > v'(P, P) > v'(S,T). (4.27)

Note that this condition is always true in the model of pure selfishness, but not in the altru-
ism model. Substantively, (4.27) means that every individual prefers mutual Cooperation
to mutual Defection and mutual Defection to an outcome in which he/she is the lone
cooperator. So the question is where u*(T, S) falls in.

Under what parameter conditions would an individual ¢ prefer to defect even when

the other player cooperates? For that, the following condition needs to be satisfied:

W(T,S) > ¥(R,R) (4.28)

T-B(T-S) > R

f(T-S) < T-R
T-R
F < T=5

B < G (4.29)

Substantively, when 3', the weight attached to utility loss due to self-advantageous inequity,
is smaller than the normalized greed in a 2 x 2 social dilemma game, Defection is the

dominant strategy of player 7. Since the type parameter B has a lower bound of 0, we can

regarded as non-significant technical matter.
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finalize the condition as:
Condition 9 Unconditional Defection: 0 < §* < Gp.

When Condition 9 is satisfied, a player has the dominant strategy of De fection and
his preference is called a PD type. When Condition 9 is not met, two preference-ordering
possibilities exist. A player with either of the two possible orderings can be reasonably called
Assurance preference type in the sense that they prefer to cooperate when the other player
cooperates, but prefer to defect when the other player defects. Since the type parameter Jix

is bounded below 1, the condition can be finalized as:
Condition 10 Conditional Cooperation: Gp < g <1.

Substantively, when the weight attached to utility loss due to self-advantageous
inequity is greater than the material payoff parameter normalized gain (Gn), a player prefers
to cooperate when the other player cooperates, but prefers to defect when the other player
defects. Assurance preference type can be divided into two subtypes depending on whether
the outcome in which one defects and the other cooperates is placed second or third in the

ordering of the four outcomes. The outcome (T, S) is placed second if
Condition 11 Type ! Conditional Cooperation: G, < B < Gn + Ch.

The corresponding preference ordering is

u'(R, R) > ¥\(T, S) > u'(P, P) > u(S,T). (4.30)

Outcome (T, S) is placed in the third if
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Condition 12 Type 2 Conditional Cooperation: Gy, + Cp < g <1

The corresponding preference ordering is

u(R, R) > w'(P, P) > v'(T,S) > v'(S,T). (4.31)

Notice that compared to the model of altruism, the inequity aversion model results in a
smaller number of preference-ordering possibilities. Specifically, it eliminates the possibility
of Angel and Chicken types found in the altruism model. In a broader sense, assuming
only strict orderings, the inequity aversion model allows only two preference types: the
Assurance type (who is a conditional reciprocator) and the PD type (who is an uncondi-
tional defector).

Also notice that, contrary to the model of altruism, the inequity aversion model
does not require any necessary condition, expressed in terms of certain relationships among
the normalized material payoff parameters, for the existence of certain preference types.
Substantively, this means that any of the three preference types is possible regardless of the
relative magnitudes of the three material payoff parameters Gy, Fy, and Ci.

The conditions for preference types are expressed only in terms of B, the weight
in one’s utility function attached to the utility loss due to self-disadvantageous inequity.
Parameter o' plays a role in equilibrium analysis, but is not a determining factor of an
individual’s preference-ordering type for a 2 x 2 social dilemma game. Tables 4.3 and
4.4 summarize the possible preference-ordering types and supporting parameter conditions

derived from the model of inequity aversion.
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Interpretation

PD v'(T, S) > u*(R, R) > u'(P,P) > u(S,T) Always Defect
Assurance I | w'(R, R) > v/(T,S) > u'(P,P) > v'(S,T) Reciprocity
Assurance II | v*(R, R) > v'(P, P) > v/(T,S) > v*(S,T) Reciprocity

Table 4.3: Preference Types and Interpretation: Inequity Aversion Model

Type Parameter Condition

Necessary Condition

PD 0<f <Gn
Assurancel | G, <f'< G,.. +Cn
Assurance Il | G, +Cr < ' <1

Table 4.4: Conditions for Preference Types: Inequity Aversion Model

4.3 Equilibria

This section analyzes the equilibria of the 2 x 2 social dilemma game. To apply the

solution concepts of non-cooperative game theory, some assumptions are necessary. They

are:

1. There are two players, 1 and 2, randomly drawn from a population denoted 6, which

can be characterized by a commonly known cumulative distribution function of the

type parameters, F(6').5 6* is individual i's private information. However, F(¢") is a

common knowledge; both players know F(6"), each knows that the other knows, each

knows that he knows, etc.

9. Material payoffs are known with certainty and denoted by = = (T, R, P, S).

3. The game is played once.

6The assumption that two players are randomly drawn from a population to play the 2 x 2 social dilemma
game corresponds nicely to the actual experimental procedure used to generate the data.
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In the inequity aversion model, 6 is a vector with two elements at,f'. In the
altruism model, 6" is a singular. It is an empirical question whether or not players have
common knowledge about the distribution of types, or whether their beliefs converge to a
common knowledge with learning in a repeated game setting. However, in this section, we
assume that players do have common knowledge regarding the distribution of types within
the population. This assumption is inevitable insofar as using the solution concepts of non-
cooperative game theory. By deriving testable hypotheses from the equilibria analyses, we
will have a chance to see what kind of anomalies this assumption generates, how significant
they are, and how to modify them in a disciplined and empirically valid manner. Since the
players do not know the exact payoff function of the other players, but only the probability
distribution of types within the population, the game is of incomplete information.

Player i’s strategy depends on four factors:

1. His/her own type parameter: 6*

2. The structure of material payoffs: = = (T, R, P, S)

3. The distribution of types within the population from which the players are drawn:
F(6"

4. The sequence of play: whether the game is played simultaneously or sequentially. In

a sequential game, it matters whether a player is the first or the second mover.

A player’s own type and the structure of material payoffs jointly determine his
preference ordering over the four possible outcomes of a 2 x 2 social dilemma game. The

structure of the material payoffs and the distribution of types within the population jointly
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determine a player’s belief about the other player’s strategy in an equilibrium. Finally, a
player’s preference ordering over the outcomes and his belief about the other player’s likely
strategy jointly determine his own strategy.

A Bayesian equilibrium of a 2 x 2 social dilemma game is a pair of strategies
(s3(6"),53(6%)) such that for each player i and every possible value of ¢, strategy s7(¢')
maximizes expected utility, E(u(s;, 85 (¢%))). That is, in equilibrium, each player’s strategy
is the best response - in the sense of expected utility maximization - given his own type Ca)
and the other player’s strategy. Let us denote C and D as the strategies of Cooperation

and Defection, respectively.
4.3.1 Inequity Aversion Model
Equilibria of Simultaneous Game
We first examine equilibria of the simultaneous game.
Proposition 13 [s;(6*) = D fori =1 and 2| is an equilibrium regardless of the structure

of the material payoffs and the distribution of types within the population ©. That is, there

always ezists an equilibrium in which both players De fect regardless of their types.

Excluding weak ordering, a player can have either Assurance preference (u'(R, R) >
wi(T, S)) or PD preference (v(T,S) > w'(R, R)). (D, D) is an equilibrium in all possible

combinations of preference types of the two players.

Proposition 14 If there ezists a subset ©°of the population ©, such that

B >Gn and
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"—“i——w-gn+?~i+as <Pr(ie®©ieB) forallic6r,

[s:(i € ©°) = C, si(i ¢ ©°) = D] is an equilibrium.

That is, if there exists a subset ©° of the population 6, in which everyone has an
Assurance preference over the four outcomes and has reservation probability (4*) lower than
the probability of a player in the population belonging to the subset(n*), an equilibrium

exists in which all the types (defined in terms of 6*) that belong to the subset ©° cooperate

Fap4at

—fate_— denoted 4 heretofore, is the

and the others defect. Reservation probability F
lower bound of the probability that the other player will cooperate with which a player

with Assurance preference type cooperates in a simultaneous social dilemma game. The

condition in Proposition 14 is repeated as

Condition 15 Reservation Probability (1ii) and Proportion of Cooperators (1*): Reserva-
tion Probability (') for each of the individuals in the Cooperative subpopulation should be

smaller than the proportion of cooperators in the whole population (u*) :

F,+a
B -Gn+Fa+a

< Pr(i € ©i € ©) (4.32)

Or simply

T (4.33)

forallie©.

Proof. The key in proving Proposition 14 is that it is possible, under certain
conditions, that a subset of Assurance preference type players cooperate in spite of the

existence of unconditional defectors, the PD type players. In that sense, the existence of
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a cooperative equilibrium depends on a self-fulfilling subpopulation. Assume that there
exists such a subpopulation, ©¢, and see what conditions should be met. In the cooperative
equilibrium, there is a u*(= Pr(i € 6°|i € 6)) probability that one’s partner in the game
will cooperate. And, a player cooperates if and only if the expected utility from Cooperation

Eui(C) is greater than or equal to the expected utility from Defection, Eu'(D). Or,

E¥(C) > Eu/(D)
W R R) + (1= WS T) 2 p'(T,8)]+ (- p")u'(PP)
R+ -p)S-a(T-8) 2 wT-FT-8)+Q1-p")P

(T - S (@ +6) +u'(P- ) - (T-R)] 2 (P-8)+a'(T-S5). (4.34)

To simplify the inequality using the normalized material payoff parameters, divide both

sides of (4.34) by the normalization scale (T’ — S).

ot + ) - pGn+p'Fn > Fotd

ﬂ‘(ai+ﬂi—Gn+Fn) 2 Fn+ai
. F.+at
W o2 = -
ﬂ‘ - Gn + Fn + a'
o< ot (4.35)

(4.35) is a repetition of condition (4.33). ®

Notice that Proposition 10 does not imply that whenever there exists a subpopula-

tion of Assurance-type players there will always exist a cooperative equilibrium. It is only
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when there exists a subpopulation in which all the individuals have small enough reserva-
tion probability (meaning higher willingness to cooperate), that there exists a cooperative
equilibrium in which a subset of Assurance preference type players cooperate. Reservation
probability of an individual 7 is determined jointly by his own type parameters, o+, and
the normalized payoff parameters, G, and Fy. Therefore, it is in turn the characteristics of
a population, F(#), and the material environment in which they interact, 7 = (T, R, P, 5)
that determine whether or not a cooperative equilibrium is possible. The cooperating sub-
population is always a subset of the group of the Assurance-type players, since the PD-type
players would never cooperate in a simultaneous game. The subset could include all the
Assurance-type players, only a proportion of them, or none of them. The empty set of
cooperators means that a cooperative equilibrium does not exist.

Divide the whole population © into two subsets: 84 of the players with Assurance
preference and ©Fof the players with PD preference. If 8¢ = ©4, an equilibrium exists
in which all the players with Assurance preference cooperate. If ©° g ©4, an equilibrium
exists in which only a subset of the players with Assurance preference cooperate. If ©° is
empty, there exists no cooperative equilibrium even when a relatively large proportion of
the players is of Assurance-type. An example for each case is provided below. In these
examples I is a game defined by its material payoff structure 7 = (T,R,P,S : Fn,Ghn),
and the characteristics of a population are expressed in terms of the distribution of types:

O[F(8") : F(a', ).

Example 16 I'(r,8)

W:Fn=Gn=0o2
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G:F(ﬂi)=ﬂ and o* = 1.168°

F(B') = B implies that §° is uniformly distributed over the range [0,1). Then
Pr(8* > G,) = 08. Given 7 and © of this example, the probability that a player i is
of Assurance type is 0.8. In spite of this quite high probability of a player having an
Assurance preference, there exists no equilibrium in which some of the Assurance type
players cooperate. To verify this, first see if there exists an equilibrium in which all of the
Assurance preference type players cooperate. We can do this by comparing the expected
utility of Cooperation and De fection for the players with Assurance preferences.

When a player with Assurance preference cooperates, there is a probability of 0.8
that the material payoff for him and his partner is (R, R) and a probability of 0.2 that he
will end up with a material payoff (S, T) for him and his partner. Then the expected utility
of cooperation for a player with Assurance preference, when all of the Assurance-type

players cooperate, is

4(C) = 0.8(R) +0.2(S — o*(T - S)). (4.36)

Likewise, the expected payoff of De fection is

u(D) = 0.8(T - B(T - S)) + 0.2(P). (4.37)

It is rational for player i to cooperate if and only 4'(C) > w*(D), or

0.8(R) +0.2(S - a(T - S)) > 0.8(T — B(T - S)) +0.2(P). (4.38)
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Substituting 1.18* for o’ we have

0.8[(R - T) + B(T - S)] 2 0.2[(P — S) + 1.18YT - S)]. (4.39)

Dividing both sides by T — S and multiplying both sides by 10, we get

—~(T-R) P-S

s—(T—_S)— +86' > 2 g+ 2.26'. (4.40)

In inequality (4. 40), R is nothing but Gy, which is given as 0.2 in T of this

example. Likewise, f}ﬁ = F, = 0.2. Then the inequality can be simplified as

586° > 8(0.2) +2(0.2)

=R
\Y

> 2/5.8 =0.34483. (4.41)

We can also check this in a simpler way by using the formula

F,+a
B —~Gn+Fo+

< Pr(6 € ©°|6" € ), (4.42)

which is a repetition of (4.32) in Condition 15.

. 0.2+1.15 < 08
g -02+02+115

g

v

9/5.8 = 0.34483 (4.43)
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Substantively, (4.43) means that given I' = (m, ) of this example, it is not enough
for a player to have Assurance type preference even when all other Assurance-type players
cooperate. §* for the player should be larger than 0.34483 for him to rationally cooperate.

A kind of logical (but not temporal) cascade effect occurs leading to the elimination
of any cooperative equilibrium. Now, if cooperation is ever possible, it should ke done by
the players for whom 3 is greater than 0.34483. Suppose that all the players with 3* greater
than 0.34483 cooperate. In that case, the proportion of cooperators in the whole population
is 0.65517. Or,

Pr(i € 6°i € ©) = 0.65517. (4.44)

The next step is to check whether it is rational for a player with B greater than 0.34483 to

cooperate. Here again, we can check the possibility by verifying Condition 11.

0.2+ 1.18°
- - < 0.65517
F-02+02+115" ~

g > 0.72501. (4.45)

Inequality (4.45) implies that only for the players with 8 greater than 0.72501, Cooperation
is rational even when all the players with §° greater than 0.34438 cooperate. In other words,
©°(8° > 0.34438) is not a self-sustainable cooperative subset of ©. Extending this line of
analysis, it is not difficult to check that within ' = (w,©) of Example 16, there is no
sustainable ©° that satisfies the conditions of Proposition 14. Now we turn to another

example.
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Example 17 I'(r,0)

T Fa=Gn=02
0: F(8) =02 if <02
=4+30 if §2>02
o =115

In this example, there is a 0.2 probability that a player i is strictly self-interested,
and 0.8 probability that player i is of Assurance preference type. Among the Assurance
preference type players, (' is uniformly distributed over an interval (0.5,1). If all Assurance-
type players cooperate, Pr(i € 6°|i € 6) = 0.8. All we need to do is to check whether
Cooperation is rational for the player with the smallest 3 in ©°. Again, we can simply
check the condition 73"—_5:%57 < Pr(6° € 8°|¢* € ©) for the player with g = 0.5. If the
inequality is satisfied, it can be said that it really is rational for the player to cooperate.
And since it is rational to cooperate for the player with the least magnitude of inequality
aversion, it is automatically rational for all others with the degree of inequity aversion

bigger than him. So the subgroup of cooperation, ©¢ is self-sustainable and there exists a

cooperative equilibrium in which all the Assurance preference type players do cooperate.

F,+a
' —Gn+ Fo+af
0.2 + 1.1(8%)
#-02+02+1.18

g

IN

Pr(6f € 66" € ©)

0.8

IN

v

0.34483. (4.46)
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Since ' = 0.5 for the player is bigger than 0.34483, the condition is met and
there exists a cooperative equilibrium in which all of the Assurance preference type players
cooperate. A final example is a case in which only a subset of Assurance-type players

cooperate in a cooperative equilibrium.
Example 18 ['(7,6)

r: F,=G,=0.2

6: Pr(f =0)=10.2

Pr(f =0.3) = 0.1
Pr(8' = 0.8) = 0.7
i =116

In this example, 20% of individuals in the population © are strictly self-interested.
Among the other 80% of players with Assurance preference, 10% have g = 0.3, and
the other 70% have 8* = 0.8. If all of the players with Assurance preference cooperate,
Pr(6° € %% € ©) = 0.8. Let us first see if it is rational for the players with 5° = 0.3 to
cooperate when all of the Assurance preference type players cooperate. The procedure is
the same as in Example 17, thus, §* has to be greater than 0.344. Therefore, a proportion
of Assurance preference type players (with B* = 0.3) do not cooperate. The next step is
to see if the remaining Assurance preference players still w;ant to cooperate. Since players

with * = 0.3 do not cooperate, Pr(6* € 6°|6° € 6) is now 0.7.

ﬁ'._g":; — < Picice)
n n
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0.2+ 1.1(6°)
G -02+02+1.15

g > 0.54054. (4.47)

< 07

Since all the players in ¢ have 3' equal to 0.7, the condition is met and there exists a co-
operative equilibrium in which a subset of Assurance preference type players do cooperate.

In other words,

e # ¢

e ¢ 64

The above analyses and examples suggest that the aggregate social outcomes are
the results of the interaction between the characteristics of a population ©(F(6')) and
the material conditions of the action situation w(Fy,Gy). It is true, to an extent, that an
individual’s action depends on his own type (moral, ethical, or social inclination) expressed
in terms of his preferences over the possible ways in which allocation of resources within a
population can be made. However, his action also depends on the nature of the population
within which he interacts with others and the material environment of the interaction. An
individual with quite a strong propensity of equity and reciprocity may not cooperate when
the incentives of defection are too large and there are too many individuals within the

population who are not prepared to cooperate.



123

Equilibrium of Sequential Game

In addition to the structure of material payoffs and characteristics of population,

institutions also matter in determining aggregate social outcomes. Here, we examine the
impacts of the sequence of play by comparing equilibria of the sequential 2x 2 social dilemma
game with those of the simultaneous game. In general, when the game is played sequentially,
the possibility of achieving mutual cooperation increases within a reasonable range of game
parameters and type distributions. Strictly self-interested types cooperate when they are
first movers under certain conditions of * and ©. Assurance-type players always cooperate

when they are the second movers and the first mover has cooperated.

Proposition 19 Equilibrium of a sequential 2 x 2 social dilemma game:

Let s'and s? denote strategies of the first and second mover, respectively.

s'(6) =C
=D

(s*(6%)ls' = C)

($*(*)ls' =D) =D

is an equilibrium.

if {otey > Pr(6' € 8416 € ©)

otherwise,

if B > Gn
otherwise

always

Proof. The second mover’s strategy is intuitive. Since no player has a type of

preference with which one cooperates even when the other player defects, the players always
defect as a second mover when the first mover defects. When the first mover cooperates,

the strategy of the second mover is strictly dictated by his preference ordering type. All
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the Assurance-type players cooperate and all the PD-type players defect. Therefore, the

key point of the proof is the strategy of the first mover, s!(8'). This can be calculated

by backwards induction, taking into account the strategy of the second mover. The first

mover cooperates if, and only if, the expected utility of Cooperation is higher than that of

Defection. When the first mover cooperates, there is u4(= Pr(i € ©4|i € ©) probability -

the proportion of Assurance-type players in the population - of the outcome being (R, R)

and (1 — pA) probability of the outcome being (S, T). Therefore, the expected utility of

Cooperation for the first player is

Eu'(C|6Y)] = ptu!(R,R)+(1-pN!(S,T)
= pR+(1-p*)S-a!(T-9))

pAR+ S — pAS - a/(T - S) + pha(T - S).

(4.48)

Since all types of second movers Defect when the first mover defects, The expected utility

of De fection is simply P.

E[u!(D|6")] = P.
The first mover cooperates if, and only if, (4.48) is greater than or equal to P.
pAR+ S — pAS -l (T - S) +uta!(T-8) > P

pAR-8S)+pta!(T-8) > P-S+ai(T-S)

pA(T - S) - (T-R) +pta!(T-S) > P-S+d'(T-S)

(4.49)
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Dividing both sides of inequality (4.49) by (T — S), we have

pA(1 -G +ptat > F,+a!

A F,.+a‘

m. (4-50)

The right side of the inequality (4.50) increases in a!. Or, it is the smallest for
the purely self-interested players for whom a! is 0. The implication is that given a fixed
distribution of types within a population, it is harder for inequality aversion-type players
to cooperate as the first mover than it is for the purely self-interested players. This is
because purely self-interested players do not have additional utility loss from becoming a
sucker, while inequality aversion players do have the additional loss. Put differently, inequity
aversion-type players are more fearful of being exploited; thus, for them to cooperate as a
first mover a higher proportion of the second movers with Assurance preference is needed.”

However, overall, the sequential play enhances the possibility of mutual coopera-
tion. While some of the Assurance preference-type players may not cooperate in a simul-
taneous game, they always cooperate as a second mover when the first mover cooperates.

In addition, while no player with PD preference cooperates in the simultaneous game, they

TThis can be considered as the first intuitive anomaly of the inequity aversion model. One way to deal with
this potential paradox is to relax the common knowledge condition of standard non-cooperative game theory
such that an individual's belief about others’ motivations is in part the projection of one's own motivation.
In that case, it can be shown that inequity aversion-type individuals are more likely to cooperate as a first
mover.
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may cooperate as a first mover of the sequential game.

4.3.2 Altruism Model
Equilibria of Simultaneous Game

The problem of analyzing equilibria of the 2 x 2 social dilemma game based on
the model of altruism is that it allows too many equilibria depending on © and . Since
7(Fu,Gy) decides which kinds of preference types are possible and which are not, the
equilibria also have to be calculated separately based on 7. Here, we analyze only equilibria

of a game I'(8, 7), in which

F,>G, (4.51)

holds. (See Table 4.2 for necessary conditions in 7 for certain types of preference in the
altruism model.) Equilibria of the game in which the reverse of (4.51) is true can be
calculated in a comparable way.

As we did during the equilibria analyses based on the inequity aversion model, we
also assume here that F(6') is common knowledge. Given the material payoff condition
7 of the game T, a player can have one of the three preference types shown in Table 4.5
depending on the magnitude of his altruism parameter 6.

PD and Angel types, respectively, have the dominant strategies of Cooperation
and Defection. Therefore, the analysis of equilibria has to focus on the behavior of
Assurance preference-type players. Let us divide the population © into three subsets:

OP for the PD preference-type players, ©4 for the Assurance preference-type players, and
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¢ Preference Ordering Preference Type

0<6 <5 (T,S)> (R,R) > (P,P)>(S5,T) PD
9 <6 <% | (R,R)>(T,S)> (P,P)>(S,T) Assurance
<< (R,R) > (T,S) > (S,T) > (P,P) Angel

Table 4.5: Preference Types: Altruism Model with 7 (F, > Gp)

66 for the Angel-type players. Also, denote their proportions in the whole population as

uP = Prie®flieO)

A Pr(i € ©4li € ©)

®
H

u€ = Pr(i e 6%i€©).

Unlike the inequity aversion model, a strategy profile in which all the types of
players Defect is not an equilibrium since Angel-type players have a dominant strategy of
Cooperation. The rational strategy for the Assurance-type players can be found by compar-
ing their expected utilities from Cooperation and Defection. Let's first see if there exists an
equilibrium (and under which conditions) in which all Assurance-type players cooperate. If
all Assurance preference-type players cooperate, an individual ¢ with Assurance preference
has a u” probability of ending up with a pair of material payoffs (S, T) for himself and his
partner when he cooperates, and 1 - pF probability of ending up with a pair of material
payoffs (R, R). Given his utility function (4.1), the expected utility can be calculated as

follows:



EW(C) = pP(S +6T) + 1 - u*) R+ R).
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(4.52)

Likewise, if he defects, there is a u” probability of ending up with a pair of material payoffs

(P, P) for himself and his partner when the partner cooperates, and a 1 - u¥ probability

of ending up with a pair of material payoffs (T, S). The expected utility is

Ev'(D) = pP(P+6'P) + (1 — pF)(T +6'S).

Then, it is rational for this Assurance-type player to cooperate if and only if

uP(S+6T)+ (1 - pP)(R+6'R) 2 p¥ (P +6'P) + (1 - uF)(T +6'S).

Or,

ol'
0:'

oi

v

v

\Y}

v

~uPS— R+ RuP +uPP+T - pPT
uPT + R — RuP — yPP - S +uPS
uP(P-8)+T - R~puP(T~R)
uP(T -R)+R-S—uP(P-S)
uP(P~8)+T~R-uP(T-R)

PT-R+T-T+R-S-pP(P-9)
pP(P-8)+T-R-pP(T-R)

WPT-R+T-S-T-R) -pPP-9)

(4.53)

(4.54)

(4.55)

Dividing both the numerator and denominator of the right hand side of inequality (4.55)

by (T — S), we have



129

#PFn +Gn — I-‘PGn
pPGr+1-Gy — uPF,
PP(Fn = Gn) +Gn
pP(Gn - Fa) +1- Gn’

v

(4.56)

In sum, in addition to the Angel preference-type players, a proportion of Assurance
preference-type players with an altruism parameter 6' greater than ‘rfcf"_';.-'p‘-i—f—;‘ﬁfc&: is will-
ing to cooperate when all the Assurance type players cooperate. But the flip side of
(4.56) is that a proportion of Assurance-type players with altruism parameter 6' smaller
than @-ﬁ%ﬁf—a‘ does not have the incentive for Cooperation even when all other
Assurance-type players cooperate. Therefore, only when (4.56) holds for all the Assurance-
type preference players, is it possible to have an equilibrium in which all the Assurance-type
players cooperate.

What would happen if some of the Assurance-type players have ¢* smaller than

-ﬁ—(—)——” fcf "_;.(j;‘ :{f&n ? The analysis resembles that regarding a self-sustaining subset of Assurance-

type players in a cooperative equilibrium based on the inequity aversion model.

Proposition 20 If there ezists a subset ©4C of ©4 such that for all i € ©4C the fol-
lowing condition (4.57) holds, then there exists an equilibrium in which members of subset
©4C cooperate along with Angel-type players:

i (I"P +PAD)(Fn —Gy) +Gn
= ([IP +[4AD)(G" - Fn) +1- Gn

(4.57)

where
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l‘AD = “A - “AC. (4.58)

Proof. Notice that (4.57) is the same as (4.56) except that uP in (4.56) is replaced
by (4P + pAP). Both uF in (4.56) and (uF + pAP) in (4.57) are the proportions of defectors
in the respective equilibrium. While (4.56) is a condition for a self-sustaining equilibrium in
which all the Assurance preference-type players cooperate, (4.57) is a generalized condition
for any equilibrium in which a subset of Assurance preference players cooperate. Therefore,

the proof of the proposition is similar to the procedures leading to (4.55) and (4.56). ®

Also notice that

(I“P + I‘AD)(Fu —Gn) +Gn > Gn

because, original restriction (4.51), which is repeated as (4.60) below, prohibits Chicken

type preferences.

Gn - Fn < 0- (4.60)

The importance of (4.59) is as follows. éﬁ%ﬁ%&% is the reservation
probability — called 6* heretofore, - with which an Assurance preference-type player co-
operates. Then, 6* is the demarcation by which the Assurance-type players divide into a
group of more altruistic and a group of less altruistic players. The former cooperates and
the latter defects. On the other hand, 1—93: is the threshold for holding Assurance pref-

erences in the first place. Therefore, it is natural that the threshold for cooperation, 6*, is



131

o 0<6 < =2 1—_8:30‘(9‘ 9.50‘<'1:%P|‘ 1—_-2:_<_9‘$1
Type PD Assurance Assurance Angel
Strategy Defection Defection Cooperation Cooperation
Proportion | pP uAP uAC uS
__'0.____'_"'—7”—__——— WFep )(Fa=Gn)+Gn
(WP TpADY (G —Fa)+1-Gn

Table 4.6: Equilibrium of a 2x2 Social Dilemma Game : Altruism Model with 7 : (F < Gn)

greater than the threshold for Assurance preference. The whole population © divides into
two subsets in the equilibrium. The cooperators’ set includes ©C of the Angel-type players
and a proportion of Assurance-type players ©4C. The defectors’ subset of © includes 6P
of strictly self-interested players and the remaining portion of the Assurance type players
04D, Table 4.6 sums up the analysis.

We are now ready to sum up the properties of cooperative equilibrium, defined as
an equilibrium in which at least a subset of the population © cooperates. Insofar as there
exists at least one player with the altruism parameter ¢* greater than or equal to T-G‘(‘.:’ there
always exists an equilibrium in which a subset of players 6°(8€¢ c 6°€ c ) cooperates.
In fact, since Cooperation is the dominant strategy of Angel-type players no matter what
the distribution of other types, [all Defection] can never be an equilibrium when the
Angel-type exists. The existence of Angel-type players is determined by I' = (r,8).

The critical parameter threshold for cooperation 6* increases in Gy,

d_ge 1- (uf +u4P)
dGn  (—uG+pF -cG+cF-1+G)

(4.61)

suggesting that, consistent with our intuition, it becomes harder for an Assurance-type

layer to join the cooperators’ group as the size of Greed becomes larger. Also consistent
playe J E



132

with our intuition, the larger the proportion of PD preference-type players, the higher is the
threshold 6* and it becomes harder for an Assurance-type player to join the cooperators’

group.

d 9‘ Fn-Gn

= >0 4.62

Equilibria of Sequential Game

To make the equilibrium analysis comparable to that of the simultaneous game, the
structure of material payoffs 7 is restricted such that F,, > G,. The substantive implication
is that Chicken types do not exist in the population ©.

The subgame perfect equilibrium can be calculated by first looking at the rational
behavior of the second movers. When the first mover cooperates, both the Angel and
Assurance types reciprocate by cooperating in return, but PD type players do not. When
the first mover defects, only the Angel type cooperates, while PD and Assurance types
defect in return. At the first mover’s position, Angel-type players always cooperate since
that is their dominant strategy regardless of the strategy of the second mover. For the PD
and Assurance-type players as the first movers, their strategies depend on their expectations
of the strategy by the second movers which, in turn, can be calculated from the original
distribution of types within the population. Therefore, the focus of analysis is the choice
of the first mover with Assurance or PD type. Let us start with PD types. The expected
utility of Cooperation for PD-type first movers, given the contingent strategy of each type

of second movers and the distribution of types within the population, is:

w(C) = pP (S +6'T) + (1 - uF)(R+FR). (4.63)
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This is because when he cooperates at the first mover’s position, there is uP probability
(the proportion of PD-type players in the population) of becoming a Sucker, while there is
(1 — uP) probability (the sum of the proportion of the Assurance and Angel-type players
within the population) of being reciprocated.

The expected utility of Defection for him is

w(D) = (1 — pC)(P + 6'P) + pC(T + 6'S), (4.64)

because when he defects, only the Angel-type players continue to cooperate while both the
PD and Assurance-type players defect in return. A PD-type player cooperates as a first

mover if, and only if, (4.63) is greater than or equal to (4.64), or

uP(S +6'T) + (1 - uP)(R+6'R) > (1 — uC)(P +0'P) + uC(T +6°S). (4.65)

After simplifying the inequality by rearranging the arguments and dividing both sides by

the normalization factor (T’ — S), we have

pP(1=Gn) = Co +p8(1 — Fn)

¢ >
- I‘PGn +Cn+ I‘GFn

(4.66)

The right side of (4.66) — denoted as 6* heretofore ~ is the threshold for players other than
the Angel type to cooperate as a first mover of a sequential 2 x 2 social dilemma game.
Then, the equilibrium of the sequential 2 x 2 social dilemma game based on the model of

altruism can be formalized.
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Proposition 21 Equilibrium of a sequential 2x2 social dilemma game: Let s'and s? denote

3 P I-Gn -'Cu G l"'Fn
strategy of the first and second mover, respectively. Also define 8* = E—L“-FEBTCTI-‘E‘E%”——)

Then,

st@ ) =C if 6 2>min(:5-,6)
= D  otherwise
(P(@®)st=C) =C if 0> 1_93:
= D  otherwise
(s*@)s'=D) = C if 6% > 5
=D otherwise

is the unique equilibrium of a sequential 2 x 2 social dilemma game. That is: (1) among
the first movers, all the Angel-type players and a subset of the PD type and Assurance
type - which could be either the empty set or the whole set, or any subset in between -
cooperate; and (2) among the second movers, the Angel-type players always Cooperate, the

Assurance-type players always reciprocate, and the PD-type players always De fect.

The threshold parameter value 6* is determined by the material payoff structure
7 = (T, R, P, S) and the distribution of types within the population F(6°). The larger the
material gain from mutual Cooperation, the smaller the threshold and the more likely a

first mover with either PD or Assurance-type preference will cooperate.

d uf + S
—_—_ = — 57 <0.
dCn (uPGn+Cn + uCF,)

(4.67)

The larger the proportion of the PD-type players within the population, the higher the
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threshold and the less likely a first mover with either PD or Assurance-type preference

will cooperate.

d 0‘_ Cn+uG(Fn_Gn)
dp® (PGa+Cn + l"GFn)2

> 0. (4.68)

On the other hand, the proportion of the Angel-type players does not always have

a positive impact on the likelihood of cooperation by the first movers.

i—O' _ _Cn- #P(Fn = Gn)
duS” " (PG +Cu + uSFn)"

(4.69)
The sign of the right side of (4.69) is indeterminate, suggesting that the impact of the
proportion of the Angel-type players depends on the exact value of other parameters. The

impact is indeterminate, because the presence of the Angel type players gives additional

incentive to defect for the PD-type first players.

4.4 Behavior in Four Information Sets

While the traditional self-interest model of a 2 x 2 social dilemma presumes that all
individuals will defect in both the simultaneous and sequential games, the models of altruism
and inequity aversion predict that cooperation is possible under certain conditions. Since the
conditions involve the distribution of types, which are not directly observable, predictions
cannot be made in the form of point predictions - the exact proportion of cooperators and
defectors.

The strategy of the empirical tests adopted in this study is to derive, from the
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equilibria analyses of the previous section, implications of the models about the relative
frequencies of Coooperation in the four distinct information sets of the simultaneous and
sequential 2 x 2 social dilemma games. In the following, it is assumed that players follow
a cooperative equilibrium whenever one exists. The four qualitatively different information

sets are:

1. two information sets in the simultaneous game;
2. first mover’s information set in the sequential game;

3. second mover’s information set in the sequential game following first mover’s Cooperation;

and

4. second mover’s information set in the sequential game following first mover’s De fection.

Let us denote the frequencies of Cooperation at the four information sets Pr(C|Ism),
Pr(C|Isq), Pr(Cl|Isq2,c), and Pr(Cl|Isq2,p), respectively.
4.4.1 Inequity Aversion Model

The inequity aversion model predicts, first of all, that no individual playing a
2 x 2 social dilemma as a second mover would cooperate knowing that the first mover has

defected. This result is formalized in Hypothesis Hy4 — 1.3

Hia-1: Pr(Cllsge.p) =0 (4.70)

8,4 — 1 means a first(1) hypothesis(H) derived from the inequity aversion model (IA). In the following,
the same notational convention will be used.
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Hja -1 is an important result of the inequity aversion utility function. For exam-
ple, if the nature of non-selfishness is to be captured by the relative weights a player attaches
to one's own and the other player’s material well-being (as the model of altruism does), we
have to see some of the second movers in the sequential dilemma games cooperating even
when the first mover defects. Or, if the extent to which a player receives utility from con-
ducting morally correct action is the correct dimension on which to describe interindividual
heterogeneity, again we would see some of the second movers cooperating even when the
first move has defected. In that sense, Hy4 — 1 is a strong prediction.

The frequency of Cooperation among the players in the other three information
sets is at least as high as that among the second movers of the sequential game when the
first mover has defected. Specifically, let us first compare, assuming that the population
characteristics are the same among different conditions, Pr(C|Ism) and Pr(C|Isec), the
behavior of the players in the simultaneous game and that of the second movers in the
sequential dilemma game when the first mover has cooperated. The equilibrium analyses
(Proposition 10) in the previous section suggest that all of the Assurance preference-type
second movers cooperate following first movers’ Cooperation. In the simultaneous game
as Proposition 14 suggests, only a subset (which could be an empty set or the whole set
itself) of the Assurance-type players cooperate. We can develop another hypothesis that

incorporates this result and Hrs — 1.

Hia - 2:Pr(ClIsqc) 2 Pr(C |[Ism) 2 Pr(ClIsq2,p) (4.1)

Notice that Hy4 — 2 applies to all possible I' = (7,0) ~ meaning that it is true, regardless
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of the structure of the material payoffs and the distribution of types within a population.
However, Pr(C|Isq1), the frequency of cooperation among the first movers of the sequential
game and its relative standing compared to Pr(C|Iss,c) and Pr(C|Ism) cannot be generally
determined. It varies, depending upon the distribution of types and the material payoff
structure. We can say only that the frequency of cooperation among the first movers of a
sequential game is at least as high as that among the second movers of the same sequential

game when the first mover has defected.

His - 3: Pr(Cllsqy) 2 Pr(ClIsq0) (4.72)

4.4.2 Altruism Model

For the purpose of comparison, let us see if the hypotheses derived based on the
inequity aversion model also hold in the altruism model. First, is it possible to observe
cooperation by the second movers of the sequential game when the first mover has defected?
In other words, can Pr(C|Isq2,p) be greater than 07 The proportion of cooperators among
the second movers of a sequential game when the first mover has defected is nothing but
the proportion of Angel preference types within the population, or uS. The exact value of
4G depends on 7 and ©. Therefore, all we can say regarding Pr(C|Isq,p) in the altruism

model is

Har -1: Pr(C|Isg2p) 2 0. (4.73)

Hur - 1, in fact, is not a hypothesis at all, since it does not restrict the possible
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world in any sense. We turn to the second hypothesis based on the inequity aversion model
to see if anything comparable exists in the altruism model. The essence of H74 —2 was that
one should observe at least as many cooperators among the second movers of the sequential
game given that the first mover has cooperated as those in the simultaneous game. The
latter in turn is at least as many as those among the second movers of the sequential game
when the first mover has defected. This also holds in the altruism model. The reasons
are as follows. First, while all the Assurance and Angel-type players cooperate when they
are the second movers of the sequential game given that the first mover has cooperated,
only a subset of Assurance-type players cooperates along with Angel types when they play
the simultaneous game. Second, while only the Angel-type second movers cooperate in the
sequential game when the first mover has defected, a subset of Assurance-type players also

cooperates in the simultaneous game. Therefore,

Har —2:Pr(ClIsgc) 2 Pr(ClIsm) 2 Pr(Clls2p) = Hia-2. (4.74)

Turning to the third hypothesis derived from the inequity aversion model, we again
notice that the proportion of cooperators among the first movers of the sequential game
is underrestricted with only one qualification: that it is at least as big as that among the
second movers of the sequential game when the first mover has defected. This is because
while only the Angel-type players cooperate as the second movers of the sequential game
given that the first mover has defected, a proportion of players in the oth.er subset, composed

of the PD and Assurance types, also cooperates in the simultaneous game depending on
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= and F(6*). This result, in turn, is the same as that based on the inequity aversion model:

Har - 3:Pr(ClIsq) 2 Pr(ClIsq2p) = Hia -3 (4.75)

We notice that the only difference between the two models regarding behavior in
the four different information sets is their respective prediction regarding behavior of the
second movers in the sequential game when the first mover has defected. However, the
test is rather difficult because the relevant hypothesis based on altruism does not contain
restriction. We can say only that if Pr(C|Ise,p) truly is 0, the inequity aversion model is
confirmed in that regard, while the altruism model is simply not falsified by virtue of its

nonfalsifiability.

4.5 Empirical Tests and Results

4.5.1 Data

Before examining the experimental results, this subsection briefly describes the
experimental procedure used to generate AOW and SURVEY data.

AOW: Participants were recruited from introductory and intermediate-level eco-
nomics classes at Indiana University. The total number of participants was 166 (86 males
and 80 females). Monetary incentives were emphasized in the recruitment. Subjects were
informed publicly that they would participate in a decision problem that would be played
only once. Double blind procedures were used. That is, decisions were anonymous to other

participants and to the experimenter. The anonymity of decisions was assured by the use
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Individual 2
Cooperation  De fection
Individual 1 Cooperation | $10, $10 | 90, $15
Defection | $15, $0 | $5, $5

Figure 4.6: Monetary Incentive Structure of AOW Experiment

of two experimenters and two room monitors. The role of one experimenter was to interact
with the participants, while the other experimenter processed participants’ decisions.

The 2 x 2 social dilemma game used in the experiment was constructed in the
following way. Each participant was promised $5 by the experimenter and was then asked
to decide whether or not to give that $5 to their partner (a person randomly chosen from
the participants in the other room). When the participant gave $5, the partner received
$10. When the participant did not give $5, he/she could keep the $5 plus another $10 if
his/her partner chose to give his/her $5. Therefore, both participants received $5 when
both decided not to give $5, and both received $10 when both decided to give $5. When
one of the two participants decided not to give $5 and the other participant decided to give
$5, the former received $15 and the latter received nothing. In addition to game payoffs,
all participants received a $5 “show-up” fee. Figure 4.6 shows the incentive structure of
the 2SD game while referring “Giving $5” to be Cooperation and “Not Giving $5” to be
Defection.

Participants were recruited to two different classrooms. Upon arrival at the class-
room, participants were seated and received an opaque envelope that contained two ID cards
and a decision sheet. Envelopes were distributed randomly so that the experimenter had
no way of matching participants with their ID cards. Ten to thirty subjects participated in

any one experimental session.



142

After all participants arrived at the laboratory, the experimenter gave the following
oral instructions. (1) This is an experiment in decision making. (2) The experiment takes
place in two rooms; earnings depend on the individual’s decision in the experimental game
and on that of a randomly chosen person in the other room. (3) Money earned will be paid
in cash at the end of the experiment and all decisions and earnings are anonymous. (4)
Participants could ask questions at any time.

Following introductory announcements, participants read the written instructions
explaining the procedures and the nature of the decision game. Participants then answered
four questions about the game to confirm their understanding. The experimenter then
reviewed the decision-making game and the answers to the four questions.

Participants made their decision by completing the decision form. The decision
form and one of the participants’ ID cards were then put in an envelope by the participant
and picked up by the experimenter. Participants kept one ID card to identify themselves
for payoffs. Participants then answered a postexperimental questionnaire. In the conditions
requiring sequential decision making, the experimenter collected the decisions from the room
with the first movers, then went to the room with the second movers. The second movers
received a form that included the decision that the partner had already made.

When all participants finished answering the postexperimental questionnaire, they
received their earnings for the experiment by showing their ID card to the monitor and
receiving a closed envelope identified with their ID number. Each experimental session
took approximately 45 minutes.

SURVEY: The Survey data is from a series of classroom surveys conducted during
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Other

You A B

A You: $10.00 You: $25.00
Other: $10.00 Other: $ 5.00
B You: $5.00 You: $20.00
Other: $25.00 Other: $20.00

Figure 4.7: Decision Problem in SURVEY

the spring semester of 1999 in the three undergraduate courses (one introductory microeco-
nomics course, one honors economics course, and one political science course) at Indiana
University. Participation was voluntary; students in the courses were not required to an-
swer the survey questionnaire as a requirement for the course. On a double-sided paper, an
imaginary decision situation was presented. Students were asked to assume that they had
to make a decision whose monetary outcome was affected by a similar decision made by
another student in the class. The decision situation - a 2 x 2 social dilemma -~ was shown
in a matrix that was exactly replicated in Figure 4.7.9

Students were first asked to check off one of the two boxes (I would choose A, I
would choose B) below the matrix that he or she would choose if faced such an opportunity.
And then the questionnaire also asked several more questions related to the satisfactory
level of each of the four possible outcomes, their belief about others’ choice, and their level

of general trust.

4.5.2 Types of Preference Orderings

In both the experiments, subjects were asked to response to four questions related

to their preferences regarding the four possible outcomes of a 2 x 2 social dilemma game.

¢ is a 2 x 2 social dilemma with Normalized Greed = 0.25, Normalized Fear = 0.25, and Normalized
Cooperators’ Gain = 0.5. Choice A corresponds to De fection and B to Cooperation.
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The questions in SURVEY are:

1. How satisfactory would it be to you if both you and the other player chose D?
1 2 3 4 5 6 7

Very Unsatisfactory Very Satisfactory

2. How satisfactory would it be to you if both you and the other player chose C?
1 2 3 4 5 6 7

Very Unsatisfactory Very Satisfactory

3. How satisfactory would it be to you if you chose D and the other player chose C?
1 2 3 4 5 6 7

Very Unsatisfactory Very Satisfactory

4. How satisfactory would it be to you if you chose C and the other player chose D?
1 2 3 4 5 6 7

Very Unsatisfactory Very Satisfactory

Questions in AOW have different wording because of the different framing of the
action situation in the experiment. For example, a question in AOW that asks “How
satisfactory would it be if both you and your partner gave $5.007” corresponds to the second
question in SURVEY above. At this stage of analysis, the focus is strictly on the ordinal
ranking of the four outcomes. Analyses of possible preference-ordering types in Section
2 intentionally ignored weak orderings — the possibility of indifference over two or more
outcomes. Since the questions allow ties, our analyses needed to be modified accordingly.

Tables 4.7 and 4.8 present preference-ordering possibilities including weak orderings for the



145

Type | Ordering

PD (T,S) > (R,R) > (P,P) > (5,T)
Indifference (PD/Assurance) | (T,S) = (R,R) > (P,P) > (5,T)
Assurance (R,R) > (T,S) > (P,P)> (5,T)
Assurance? (R,R) > (P,P) > (T,S) > (8,T)

Table 4.7: Preference-Ordering Possibilities: Inequity Aversion Model

“Type 1

Ordering

PD

Indifference 1 (PD/Chicken)
Indifference 2 (PD/Assurance)
Assurance

Assurance 2

Chicken

Angel

Indifference 3

Indifference 4 (Angel/Chicken)

(T,S) > (R,R) > (P,P)>(S,T)
(T,S) > (R,R) > (P,P)=(5,T)
(T,S) = (R,R) > (P,P) > (5,T)
(R,R) > (T,S) > (P,P)> (S5,T)
(R,R)> (P,P)>(T,5) > (5,T)
(T,S) > (R,R) > (8,T) > (P, P)
(R,R) > (T,S) > (5,T) > (P, P)
(R,R)=(T,S) > (P,P)=(S,T)
(R,R) = (T,S) > (S,T) > (A, P)

Indifference 5 (Angel/Assurance)

(R,R) > (T,S) > (S5,T) = (P,P)

Table 4.8: Preference-Ordering Possibilities: Altruism Model

inequity aversion model and the altruism model, respectively. Tables 4.9 and 4.10 present
distribution of preference types in the two sets of data for each of the two models.

The results reported in Tables 4.9 and 4.10 show, first of all, that the common
assumption of self-interest, which allows only the PD preference-ordering type, is not sat-
isfactory at all. The PD preference type itself is the most frequently observed preference
type in both the data sets. In SURVEY, almost 40% of the subjects revealed this type of
preference. In AOW, the percentage is a bit lower, about 20%. However, in both the data
sets, the self-interest model accounts for less than 50% and there are other preference types
with significant proportions.

The inequity aversion model increases two more preference types (three more when

indifference is allowed). The marginal increase in explained data by the three additional



Type SURVEY AOW99
PD 1 (07 %) 33 (198 %)
Indifference (PD/Assurance) 67 (18.9 %) 26 (15.6 %)
Assurance 16 ( 4.5 %) 17 (10.2 %)
Assurance 2 0( 0.0%) 14 (8.4 %)
Not explained 131 (36.9%) 77 (46.1 %)
Anomaly 1: (5,T) > (T,S) |40(113%)  10( 6.0%)
Anomaly 2 (R,R)=(P,P) |30(85% ) 24 (14.4%)
Total 167

Table 4.9: Distribution of Types: Inequity Aversion Model

m

Type SURVEY AOWY99
PD T4l (30.7%) 33 (198 %)
Indifference 1 (PD/Chicken) 4( 1.1 %) 3(1.8%)
Indifference 2 (PD/Assurance) 67 (18.9 %) 26 (15.6 %)
Assurance 16 ( 4.5 %) 17 (10.2 %)
Assurance? 0( 0.0%) 14( 8.4 %)
Chicken 0(00%  2( 12%)
Angel 1(03%) 3(18%)
Indifference 3 10 ( 2.8 %) 3(1.8%)
Indifference 4 (Angel/Chicken) 0( 00%) 3(18%)
Indifference 5 (Angel/Assurance) | 2 ( 0.6 %) 3( 1.8%)
Not explamed 116 (328 %) 60 (39.3 %)
Anomaly 1: (S,T) > (T, S) 40(113%) 10( 6.0%)
Anomaly 2: (R, R) = (P, P) 0( 85%)  24(14.4%)
Total | 167

Table 4.10: Distribution of Types: Altruism Model

146
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SURVEY __ AOW

Self-Interest (1 type) 39.7% 198 %
Inequity Aversion (4 types) 234% 34.0%
Altruism (10 types) 0% 7.0%

Table 4.11: Marginal Explanatory Power of Three Models

types is quite significant. In SURVEY, the inequity aversion model accounts for about
73%, while in AOW, it explains about 54%. Specifically, a significant proportion of subjects
revealed in both SURVEY and AOW that they are indifferent between the two outcomes
(T,S) and (R, R); this type of preference is the second largest in both data sets. Also
present is the strict Assurance preference type: 4.51% in SURVEY and 19.5% in AOW.
The model of altruism expands the space of possible preferences significantly. How-
ever, the marginal explanatory power gained by the expansion is not quite significant. Six
additional preference types, added by the model of altruism to the model of inequity aver-
sion, explain only about 7% more in each of SURVEY and AOW. That is, addition of one
more preference type on average only extends the explanatory power of the model by only
1% of the data. Table 4.11 shows the marginal explanatory power gained by the models of

inequity aversion and that of altruism.

4.5.3 Behavior in Four Information Sets

The empirical test of the relative performance of the two models in terms of ex-
plaining behavior is not quite straightforward. First of all, a strict test of the models would
require that the type - the exact value of type parameters - of each of the players be known.
However, a player’s type can be at best conjectured (or restricted within a certain range)

based on his answer to the survey questionnaire. Survey data regarding preference ordering
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Information Set | % Cooperation # of Cooperators # Observation
Tsm 36% 37 104
Isp 56% 18 32
Isqc 61% 11 18
Issap 0% 0 13

Ism : Information set in the simultaneous game

Isqy : First movers information set in the sequential game

Isq2,c : Second mover’s information set following first mover’s Cooperation
Isq2,p : Second mover’s information set following first mover’s De fection

Table 4.12: Frequency of Cooperation in Four Information Sets

are quite noisy. There are many ordering types that cannot be accounted by either of the
models. In addition, since the models differ in terms of the method of distinguishing types,
a common dimension of type-distribution does not exist.

However, a test of the models is not totally impossible. We adopt two criteria
comparable to those used in evaluating the models’ relative performance with regard to the
allowed preference-ordering types. A model is better when it restricts the possible world in a
meaningful way. A model with underrestriction may not be falsified by empirical evidence,
but the underrestrictiveness of a model is it's weakness rather than strength. Second,
a model has to pass the empirical test. Restrictiveness of a theory is a necessary but not
sufficient condition. A theory, however elegant, cannot be considered useful unless it survives
empirical tests. This subsection conducts a test of the models based on their predictions
regarding individuals’ behavior in the four qualitatively different information sets of the
simultaneous and sequential 2 x 2 social dilemma games. The qualitative differences among
the four information sets are discussed and the hypotheses regarding the relative frequencies
of Cooperation are derived in Section 4.

Table 4.12 presents relative frequency of cooperation in the four qualitatively dif-
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ferent information sets of 2x 2 social dilemma games. The results confirm all the hypotheses,
(4.70) to (4.75), derived in Section 4. Of particular interest is the absence of C'ooperation
among the second movers ;)f the sequential game when the first mover has defected. This
result strongly favors the inequity aversion model.

Also interesting is a measure of the proportion of Assurance/Angel types. While
behavior in the simultaneous game and the first mover’s information set in the sequential
game do not directly indicate a player’s type, that in the second mover’s information set in
sequential game does. A choice of Cooperation by a second mover of the sequential game
following the first mover’s Cooperation indicates that his is of an Assurance preference
type (inequity aversion model) or either an Assurance or Angel type (altruism model).
Choice of Cooperation by a second mover in the sequential game following the first mover’s
Defection indicates that the individual is of an Angel type (altruism model) while the
behavior is an anomaly in the model of inequity aversion. We can deduce from the third
row of Table 4.12 that within the population of this specific experiment, assuming that the
assignment of subjects to each information set was random, about 61% have non-selfish
preferences.

Though the results strongly support the inequity aversion model over the model
of altruism as a proper alternative to the model of pure self-interest, a single experiment is
not enough to draw too strong a conclusion. Table 4.13 compares the current result with
those of other experiments conducted independently. The compared experiments are the
more interesting because of their use of subjects from different countries. The results of Cho

and Choi (1999) also strongly support the model of inequity aversion. All of the hypotheses
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Information Sets | Hayashi et al., 1999 (Japan) Cho and Choi, 1999 (Korea)
Tom 56% (15/27) 16% (28/59)

Isq 83% (19/23) 52% (11/21)

Ispc 75% (15/20) 73% (8/11)

Isq2.p 12% (3/25) 0% (0/10)

Table 4.13: Frequency of Cooperation in Four Information Sets: A Comparison of Studies

(4.70) to (4.75) regarding the relative frequencies of Cooperation are confirmed. In par-
ticular, no Cooperation was observed among ten Korean subjects who played a sequential
2 x 2 social dilemma game as second movers following the first movers’ Defection. How-
ever, Hayashi et al.’s (1999) results regarding Japanese subjects’ behavior reveal a different
behavioral tendency. Three out of 25 subjects chose Cooperation, knowing that the first
movers’ had already chosen Defection. The possibility of an unconditionally cooperating
type cannot be totally ignored, though their presence is rarely observed. On the other hand,
the high proportion of reciprocators (75% in Hayashi et al. and 73% in Cho and Choi) who
chose Cooperation knowing that the first movers had already chosen Cooperation, confirms
the existence of a significant proportion of nonselfish preference-type players across different

populations.

4.6 Conclusion

This chapter conducted a series of theoretical and empirical investigations of two
alternative motivations to selfishness: altruism and inequity aversion. When applied to
2 x 2 social dilemma games, each of the two models generates a series of possible preference-
ordering types over the four outcomes of the game, while the traditional assumption of

self-interest allows only one preference type. The model of altruism classifies individuals



151

into four preference-ordering types, but the possibilities of certain types are limited by
the structure of material payoffs of a game. On the other hand, the model of inequity
aversion generates only two preference-ordering types and their existence is not limited by
the structure of the material payoffs. The altruism model predicts that there are individuals
who cooperate no matter what another individual does. The model of inequity aversion, on
the other hand, precludes unconditional cooperation and divides individuals into two broad
subsets of conditional cooperators and unconditional defectors.

When the social dilemma is framed as an incomplete information game, both the
models specify conditions for cooperative equilibrium in simultaneous and sequential 2 x 2
social dilemma games. The equilibrium analysis allows us to derive hypotheses regarding
the relative frequency of cooperation in the four qualitatively different information sets of
the games. The hypotheses based on the altruism model are less restrictive than those that
are based on the model of inequity aversion.

Empirical tests are conducted drawing on two sets of experimental data. In terms
of preference ordering, the model of inequity aversion accounts for a substantive proportion
of the preference types not explained by the pure selfishness model. In contrast, the altru-
ism model does not provide meaningful additional explanation for the types that are not
accounted by the inequity aversion model. In terms of the behavior in the four qualitatively
different information sets, the data strongly supports the hypotheses based on the model of

inequity aversion.
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Chapter 5

Finite Repetition of a 2 x 2 Social

Dilemma

5.1 Introduction

Chapter 4 developed a model of a 2 x 2 social dilemma game, of which the material
payoff structure is the Prisoner’s Dilemma, but with players of different types defined by
the ways they transform material payoffs into von Neumann-Morgenstern utilities. There,
a stage game was defined without abandoning any requirements necessary to define a game
in standard game theory. Equilibria and supporting conditions were analyzed.

This chapter studies the finitely repeated 2 x 2 social dilemma game. In part, the
subject is related to the study of the finitely repeated Prisoner’s Dilemma game. However,
if one understands the payoffs of a game in terms of von Neumann-Morgenstern utilities and

applies the standard solution concepts, there is no way to show that Cooperation occurs in
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the equilibrium of a single stage or a finitely repeated version of the Prisoner’s Dilemma
game.! Therefore, the most famous and most game-theoretic model of Cooperation in the
finitely repeated Prisoner’s Dilemma by Kreps et al. (1982) depends on either relaxation
of the rationality and common knowledge assumptions in the standard game theory or a
possibility that the material payoffs do not map into von Neumann-Morgenstern utilities
in a one-to-one fashion. Kreps et al. and Fudenberg and Maskin (1986) show that if
a rational player assesses a small probability that his partner is irrationally playing Tit-
for-Tat strategy, he or she may cooperate except for the final few stages. However, the
evidence in the field and laboratory indicates that the types of individuals whose behavior
is best described as reciprocal deserve a better place in theoretical analyses than that of a
hypothetical and irrational factor in the rational egoists’ decision-making problem. Ostrom

(1998: 4) notes:

To assume that if some players irrationally choose reciprocity, then others
can rationally choose reciprocity is a convoluted explanation-to say the least—of
the growing evidence that reciprocity is a core norm used by many individuals
in social dilemma situations.

By formalizing non-selfish motivations in utility functions, this study models all
individuals as rational decisionmakers in the sense that they have preferences and try to
maximize their expected utility with action. In that regard, this study resembles the second
model of Kreps et al. in which players have a common and objective prior regarding the
probability that a player is of the Assurance type. Kreps et al. defer actual analyses
of the sequential equilibria to the readers. In this chapter, the sequential equilibria of

the finitely repeated 2 x 2 social dilemma are studied. The equilibrium analyses will help

IThere exist cooperative Nash equilibria of the finitely repeated Prisoner’s Dilemma game, but those
equilibria involve incredible threats or promises.
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Individual 2
Cooperation Defection

Individual 1 Cooperation | 1, 11b, a
Defection a, b {0, 0
a>1, b<0

a+b<2

Figure 5.1: 2 x 2 Social Dilemma Action Situation

us to understand how the material payoff structure and the distribution of types within a
population affect the possibility of cooperation and the dynamics that unfold when the 2x2
social dilemma game is repeated a finite number of times. The implications of equilibrium
analyses will be tested empirically using an experimental data set. In the regression analyses
of the data, special attention will be paid to the problem of interdependency between the

strategy choices of any two paired players and that of the heterogeneity across individuals.

5.2 Finitely Repeated 2 x 2 Social Dilemma Game with Un-

certainty

Cooperative equilibria of the finitely repeated 2 x 2 social dilemma games, when
they exist, are diverse and complicated. To simplify formal analyses, this chapter introduces
a different representation of the 2 x 2 social dilemma action situation than was used in
the previous chapter. However, in modeling different motivations of individuals, the basic
empirical conclusions of Chapter 4 will be maintained. That is, individuals are modeled
to have either an Assurance or a PD preference over the four outcomes of a 2 x 2 social
dilemma. Figure 5.1 shows the matrix representation of a 2 x 2 social dilemma that will be

used throughout this chapter.
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Individual 2
Cooperation  Defection
Individual 1 Cooperation 1, 1|b a-6°
Defection |a-6°, b10, 0

a-6>b (= ¢ <a-b)

Figure 5.2: Von Neumann-Morgenstern Utilities in the 2 x 2 Social Dilemma Game

Figure 5.1 draws on Kreps et al.'s (1982) model of the stage Prisoner’s Dilemma
game. Here, we posit the payoffs as material payoffs and model the true game after in-
dividuals' motivations are introduced. Representation of the 2 x 2 social dilemmas in the
previous chapter (Figure 4.4) has the advantage of utilizing the concepts of the normalized
fear(F,), normalized greed(Gh), and normalized cooperators’ gain(Cy) in the analyses. The
current representation normalizes the absolute cooperators’ gain to be 1. The absolute fear
and greed are a — 1 and b, respectively, and the normalized fear and greed can be calculated
by dividing the absolute fear and greed by the payoff range @ — b : the normalized greed is
a=1 and the normalized fear is 325

Players’ types are modeled using only one type parameter 6°, which represents i’s
aversion to the outcome in which he defects while the other player cooperates. Figure 5.2
shows the stage game von Neumann-Morgenstern utilities for individuals ¢ and j.

The purpose of restricting 6° less than a — b is to achieve the maximum compa-
rability with the inequity aversion model. By restricting 6" less than a — b, we preclude a
preference-ordering type in which the outcome (D, C) is ranked below the outcome (C,D).
Therefore, given the range of 8, an individual can have either a PD or an Assurance pref-
erence type. The game is of incomplete information; 6 is individual i’s private information.

However, the players have a common and objective prior regarding the distribution of types
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within the population from which they are randomly and independently drawn. In other
words, both players know the cumulative distribution function of types, F(6"), and each
player knows that the other player knows the distribution, and each knows that the other
player knows that he knows, and so on.

In the finitely repeated 2 x 2 social dilemma game with uncertainty, the stage game
is repeated N +1 times. Each stage is indexed by the number of stages remaining excluding
the current one. The game proceeds from stage N to stage 0. The following subsections
analyze the equilibria of the game. The focus is whether or not, and under what parameter
conditions, the cooperative equilibria of the finitely repeated 2 x 2 social dilemma game

exist.

5.3 Cooperative Equilibria of the Finitely Repeated Game

with Two Types of Players

Consider a 2 x 2 social dilemma game with only two types: the PD type for
whom & = 0 and the Assurance type for whom ¢ =0 (a—1 < 6 < a —b). The substantive
meaning of the assumption that there exist only two types is that 6 takes only two values:
0 and 6.2 The proportion of the Assurance types is §, which is common knowledge. Our
ultimate goal is to examine the existence of, and the conditions for, cooperative equilibria.

Before that, we provide a series of definitions and basic propositions.

Definition 22 (Cooperative equilibrium of the stage game) is a Bayesian equilib-

2Gince the game model is the same as that in Kreps et al., we are carrying on the equilibrium analysis
deferred to the readers by Kreps et al. At the same time, this practice will guide us in the analysis of the
game when a continuum of types is assumed.
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rium in which the Assurance type cooperates and the PD type defects.
Proposition 28 The stage game cooperative equilibrium erists if 6 > 1—_(;"_%5:5

Proof. When the 2 x 2 social dilemma game is played only once, the PD type
defects since Defection is the dominant strategy. Therefore, the focus is under what con-
ditions do the Assurance type players cooperate knowing that all the PD-type players
will defect. In the stage game cooperative equilibrium, the expected utility of Cooperation
for the Assurance type is 6§ x 1 + (1 — 6§)b. And, the expected utility of Defection is
8 x (a — 8) + (1 — 6)0. Therefore, it is rational for an Assurance-type player to cooperate

if and only if

Sx1+(1-8b > 6x(a—0)+(1-6)0 (5.1)

-b
b 2 m (5.2)

How large a proportion of Assurance types is necessary to sustain a cooperative
stage game equilibrium? In other words, what is the smallest value of the right-hand side of
(5.2)? The right-hand side of (5.2) increases in —b (absolute fear) and a — (the magnitude
of the Assurance-type players’ aversion to the outcome T’ — S). Substantively, the stage
game cooperative equilibrium requires a higher proportion of the Assurance types as the
fear (—b) or the value of the outcome (T, S) to the Assurance types (a — 0) increases. For

example, set b = —0.1, @ = 1.1, and @ = 1.0. Then, by substituting the specified values of
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b, a, and 6 to (5.2) we have

0.1
> — .
6 2 1-01+0.1 (5.3)

§ > 0.l (5.4)

This is a case in which Assurance types can sustain a stage game cooperative equilibrium
even when they constitute only 10% of the population. The reason is that, in this example,
the cooperators’ gain is relatively large compared to the fear and greed, and the Assurance

types’ orientation toward the mutually cooperative outcome (R, R) is quite strong.

Definition 24 A cooperative equilibrium of the finitely repeated 2 x 2 social dilemma game
i3 a sequential equilibrium in which the Assurance type uses the grim trigger strategy and

the PD type cooperates until near the end of the game.

Proposition 25 If there exists the stage game cooperative equilibrium for a single-stage
2 x 2 social dilemma game, there always ezists a cooperative equilibrium of the finitely
repeated 2 x 2 social dilemma game. In the cooperative equilibrium, the Assurance type uses
the grim trigger strategy. If 6 > “—;—-‘-, the PD type cooperates until stage n* + 1 and defects
from stage n*. If§ < "—;1-, the PD type cooperates until stage n* +2, uses a mized strategy at

stage n* + 1, and defects from stage n*, where n* is the largest integer smaller than #”ﬁ.

Proof. The key in this proof is showing that for an Assurance-type player the
grim trigger strategy is rational in the finitely repeated game, provided that there exists the

stage game cooperative equilibrium and all other Assurance types also use the grim trigger
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strategy. In particular, it needs to be shown that it is sequentially rational for Assurance
types to cooperate at stage n® in which Defection by the PD types starts.

Since both types cooperated until the immediately preceding stage (stage n* + 1),
the probability that one’s partner is of an Assurance type still remains at 6. If he cooperates,
there is a § probability that his payoff is 1 in each of the remaining stages including the
current one. There is also a 1 —4§ probability that his partner is a PD type. In that case, he
receives a payoff of b in the current stage and 0 in each of the remaining stages. Therefore,

the expected utility of Cooperation at stage n* for an Assurance type is

§x(n*+1)+(1-6) xb. (5.5)

On the other hand, if he defects, there is a § probability that he receives a -0 in the current
stage and 0 for each of the remaining stages. There is also 1 —§ probability that his partner
is a PD type and his payoff is 0 in each of the stages including the current one. Therefore,

the expected payoff of Defection at stage n* for the assurance type is

& x (a—8) +(1-6) x0. (5.6)

Cooperation at stage n® is rational if (5.5) is greater than or equal to (5.6), or

Sx(n*+1)+(1-0b > 6x(a—0)+(1-8)0

-b
> . .
62 n*+1-(a-0)-b (5.7)
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The existence of the stage game cooperative equilibrium implies that (5.7) is true when n* =
0. Therefore, (5.7) is always true. The possibility that PD types may start De fection quite
early in the game does not give any incentive to an Assurance-type player to unilaterally
defect in any stage.

Next, we need to verify the sequential rationality of the PD-type players in this
equilibrium. Since all PD-type players are in exactly the same position, the Defection
point has to be the same for them. Sequential rationality of the equilibrium for the PD
types implies that (1) it is rational to defect at stage n* and (2) it is not rational to
defect at stage n® + 1. At stage n*, the expected utility of Defection for a PD type is
8(a)+(1—6)(0) = &(a). The expected utility of Cooperation is 6(n+a)+(1—6)b. Therefore,

Defection at stage n® is rational if

§(n+a)+(1-6b < 6(a)

~b+ b6
¢ <
" TS
. -b
n° < -5- +b. (5.8)

On the other hand, starting Defection one stage earlier, at stage n* + 1, should not be
rational for a PD type. The expected utility for the remainder of the game for a PD type
when she cooperates at stage n* + 1 is 1+ da. The expected utility for the remainder of

the game for a PD type when he defects at stage n* + 1 is simply a. Cooperation at stage
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n* + 1 is sequentially rational for a PD type if and only if

l1+éa 2 a

(5.9)

In case 6 < “—;l, it is not sequentially rational for a PD type to cooperate at stage
n* + 1 if all other PD types cooperate. But (5.8) shows that it is also not rational to defect
at stage n* +1 for a PD type if all other PD types also defect. Therefore, the PD types use
a mixed strategy that makes each PD type indifferent between Cooperation and De fection
at stagen*+1. ®

For example, a set of parameter conditions [¢ = 1.2,b = 03,0 = 06,6 =
0.5,n* = 0] guarantees the existence of a cooperative equilibrium for both the stage game
and the finitely repeated game. In the example, n* = 0 implies that PD types defect only
in the final stage. When the cooperative equilibrium of a single-stage game exists, the in-
centive for assurance types to use the grim trigger strategy in the finitely repeated game is

even bigger than the incentive to cooperate in the single-stage game.

Proposition 26 If there does not ezist a stage game cooperative equilibrium, the cooperative
equilibrium of the finitely repeated 2 x 2 social dilemma game ezists if and only if there ezists

n* such that

-b -b
< —_—
«n‘+1—(a—8)—b"6<n‘—b

(5.10)

Proof. Because the stage game cooperative equilibrium does not exist, the condi-

tion (5.7) is no longer automatically met ~ there should be n* that satisfies the condition.
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Since n* = 0 contradicts the nonexistence of the stage game cooperative equilibrium, n*
should be greater than or equal to 1. At stage n* it should be sequentially rational for a PD
type to defect when all other PD types defect. The condition can be given by re-expressing

(5.8) in terms of 4 :

-b
b (5.11)
Combining (5.7) and (5.11), we have
-b -b
< —_— .
n‘+1—(a—0)—b"6<n‘—b (512)

The strategy of the PD types is conditional on the relationship between § and “—;—1- in the
same manner as that in the proof of Proposition 25. @

A set of parameter conditions [a = 1.2,b = —0.5,0 = 04,6 = 0.3,n* = 1] is
an example in which the cooperative sequential equilibrium for the finitely repeated game
exists in spite that the stage game cooperative equilibrium does not exist. The realized
outcome of the cooperative equilibrium depends on the types of the two players. If both
players happen to be Assurance types, [mutual Cooperation| persists to the final stage.
The fact that the cooperative equilibrium of the finitely repeated game can exist in the
absence of the stage game cooperative equilibrium indicates that even a finite repetition
can create incentives for players to cooperate.

When there does not exist the stage game cooperative equilibrium, defection by
the PD type has to start before the final stage to support the cooperative equilibrium of

the finitely repeated game. Otherwise, the final stage is played exactly the same as a single-
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stage 2 x 2 social dilemma game in which no cooperative equilibrium exists. Therefore,
both Assurance and PD types defect and, by backward induction, players defect in every
stage. Notice that in (5.10), n* = 0 contradicts the non-existence of the stage game cooper-
ative equilibrium. Therefore, (5.10) rules out the possibility that there exists a cooperative
sequential equilibrium of the finitely repeated game in which the PD types defect only in

the final stage.

5.3.1 Cooperative Equilibrium of the Finitely Repeated Game with a

General Distribution of Types

Modeling of a general distribution of types can be done by individualizing é.
Each individual has his or her own degree of aversion to exploiting one’s partner. In terms
of preference ordering, there still exist only two types — Assurance and PD. But within
each preference ordering type, the magnitude of the aversion parameter, ¢', differs across
individuals. A population © can be characterized by a cumulative distribution function of
types, F(6'). The proportion of the PD types is § = Fy(a — 1) and the proportion of the
Assurance typesis 1 -6 =1 — Fg(a - 1).

The cooperative equilibrium of the finitely repeated 2 x 2 social dilemma game
with a general distribution of types specifies a mapping of each type into the index of the

stage in which the type starts defection:

Eq:6' —n'. (5.13)

For example, n’ = 1 implies that a 6° type player defects at stage 1 and n* = @ implies that
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the type never defects unilaterally unless the other player defected in any of the previous
stages.

Let us define p, to be the proportion of types, in the whole population, who start
defection at stage n. Also define q (g < &) to be the proportion of types who cooperate to

the final stage unless the other player defects.® Then,

N
Y pa=1-g (5.14)

n=0

An example is provided below, in which there are two defection points: 1 and 0.

Example 27 A cooperative equilibrium of the finitely repeated 2 x 2 social dilemma game

with a general distribution of types and multiple defection points.

In this equilibrium, the whole population © divides into three subsets: a subset of
types who defect at stage 1 ('), a subset of types who defect at stage 0 (89), and a subset
of types who cooperate to the final stage unless the other player has defected in any of the
preceding stages (6). We can denote the respective proportion of each subset in the whole

population as

m = Prie®ie®), (5.15)
pp = Pr(ie©%ieO), and (5.16)
q = Pr(ie6ie®)=1-p —po. (5.17)

34 is smaller than or equal to § because being an Assurance type is a necessary condition to cooperate
in the final stage.
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In the cooperative equilibrium,

o All types cooperate from stage N to stage 2.

e i € O! starts Defection at stage 1. For all i € ©!

..I;-pla < Sp;(l-b)--l +a
1

(5.18)
e i € 69 starts Defection at stage 0. For all i € ©°

pl(l—b)“1+a<0isa_1_£qu. (519)

e i € 6° cooperates to the final stage unless the other player has defected in any of the

preceding stages. For all i € ©F,

a-1- %b <#. (5.20)

Proof. Let us start with the examination of the sequential rationality condition
for a PD type that starts Defection at stage 1 (i € ©'). For him, Cooperation at stage 2
and Defection at stage 1 should be sequentially rational. If he defects at stage 2, he will

receive a payoff of a — 6 at that stage, but his payoff for the remainder of the game is 0.
Eu(D)=a—-§'. (5.21)

If he cooperates at stage 2, he is guaranteed to receive a payoff of 1 for that stage.
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In the next stage he defects with probability 1. Then there is a p; probability that his
partner also defects at that stage and his payoff is 0 for that stage. There is also a 1 —py
probability that his partner cooperates at stage 1, thus his payoff at stage 1 is a - ¢'. His
payoff for the final stage is sure to be 0 since he defects at stage 1. The expected payoff of

Cooperation at stage 2 is the respective payoffs combined with the probabilities.

E¥(C)=1+(1-p)(a—-6). (5.22)

Cooperation at stage 2 is sequentially rational if and only if (5.21) is greater than or equal

to (5.22), or

1+(1-p)a-6) > a-6

gi

v

(5.23)

Inequality (5.23) should hold for every type. For example, if i;m& <0(=a< %) it will
hold for every type since the lower limit of 8 is 0. To put it differently, if a, the temptation
payoff, is too large, it is possible that there exists no cooperative equilibrium of the sort
currently being analyzed.

On the other hand, Defection at stage 1 should be sequentially rational for him.

If he defects at stage 1, the expected utility is

Eu'(D) =(1-m)(a - 6). (5.24)
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If he cooperates at stage 1, there is a py probability that he will be exploited at that stage
and 1 — p, probability that he can enjoy [mutual Cooperation] for the current stage. If
his partner also cooperates at stage 1, there is a T?E probability that his partner will
defect in the final stage and T—qﬁ probability that his partner will cooperate in the final
stage. Combining the payoffs and respective probabilities, we have the expected payoff of

Cooperation for him at stage 1:

B_0)+

Ed(C) =p(d) +(1-p1) [1 1 -n 1

q i
- (a—46 )] . (5.25)

It is rational to defect at stage 1, if (5.24) is greater than or equal to (5.25), or

(1-p1)(a-¢)

v

P+ -p) [+ 720+ e 09)

pi(l - b)

] ~1lia (5.26)
Po

IA

Next, for those who cooperate at stage 1, but defect at stage 0, Cooperation should
be sequentially rational at stage 1 and De fection should be sequentially rational at stage

0. The first condition is the reverse of (5.26).

~ a. (5.27)

The second condition can be calculated as follows. In the final stage, when the partner has

cooperated in the previous stage, the expected utility of Cooperation is

q Po
1)+ b. 5.28
P0+‘I( ) pPot+4q (528)
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and the expected utility of De fection is

gy PO
—(e-6)+ 0. (5.29)

For Defection to be sequentially rational, (5.28) has to be greater than or equal to (5.29),

or

q i q Do
a-6) > 1)+ b
P0+q( ) P0+q() Po+4q

g < a—-l—%b. (5.30)

Finally, the reverse of (5.30) is the condition for i to cooperate in the final stage if the

partner has cooperated in the previous stage.!

#>a—-1- ?b. (5.31)

The existence of multiple defection points across the PD types increases the incen-
tive for an Assurance type player to use the grim trigger strategy. In the example above,
an Assurance-type player who has experienced [mutual Cooperation| in stage 1 knows that
the probability of his partner now being an Assurance type is TZ&H’ which is greater than

6. Therefore, even when Cooperation is not a rational strategy for him in a single-stage

4Gince 8* > a — 1 is the condition for i to be an Assurance and the threshold value of 6° = a — 1 — b
is greater than a —~ 1, being an Assurance type does not guarantee that a player will cooperate in the final
stage even when his partner has cooperated in the previous stage. In other words, being an Assurance type
is a necessary but not sufficient condition to cooperate to the final stage. On the other hand, we can also
see that the threshold is lower than that for being a cooperator in the stage game cooperative equilibrium.
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game, it can be rational in the final stage of a finitely repeated game.

5.3.2 Hybrid Equilibria of the Finitely Repeated Game

In between [all Defection] equilibrium and the cooperative equilibrium, there also

exist a series of hybrid equilibria.

Definition 28 A hybrid equilibrium of the finitely repeated 2 x 2 social dilemma game is a
sequential equilibrium in which all types start the game with Defection and, at a later stage,

all types switch to the cooperative equilibrium for the remaining subgame.

Suppose that a single-stage 2 x 2 social dilemma game is repeated N + 1 times
and there exists the cooperative equilibrium for the finitely repeated game. Suppose further
that all types have defected from the first stage to stage m. In that case, the remaining
subgame is an m times repeated game of the stage 2 x 2 social dilemma game. A transition
from [mutual Defection] to [mutual Cooperation] is possible in equilibrium if m is greater
than max(n'), the first stage in which Defection by any type occurs in the cooperative
equilibrium for the entire game.

The intuition behind this equilibrium is as follows. When all the types defect from
the first stage, there can be no belief update regarding the type of one’s partner. Then, at
a later stage, the initial prior that supports the existence of the cooperative equilibrium is
intact and may still support a cooperative sequential equilibrium for the remaining subgame.
Therefore, the two players can play the remaining subgame as if it were a new game of finite

repetition.
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In real settings, the transition may not be coordinated by the two players without
communication. Therefore, it will probably involve some stages in which at least one player’s
behavior is not optimal. However, after playing [mutual De fection] for a number of stages,
all types have an incentive to send a signal to the other player, by cooperating in the current
stage, that they want to coordinate on [mutual Cooperation]. The signaling is worth trying
when there are enough number of stages remaining to compensate the possible loss.

On the part of the players who receive the signal, whether or not the signal sender
is an Assurance type matters only to an extent. Insofar as there are enough number of
stages remaining and it appears clear that the signal sender wants to move to (mutual
Cooperation], there is a good opportunity to reap the gains from [mutual Cooperation)| for

a sustained time period.

5.4 Conclusion

This chapter analyzed the equilibria of the finitely repeated 2 x 2 social dilemma
game when there are multiple types of players. A player’s type is defined by the way he or
she transforms the material payoffs of an action situation into von Neumann-Morgenstern
utilities of a game. The equilibrium analyses are conducted first, assuming that there are
only two types and second, assuming that there is a continuum of types. In both cases,
there does exist the cooperative equilibrium of the finitely repeated game whenever there
exists the stage game cooperative equilibrium. When there does not exist the stage game
cooperative equilibrium, the possibility of cooperation in the finitely repeated game depends

on the Defection point of the PD-type players when the Assurance types use the grim
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trigger strategy, and there being multiple Defection points among the PD types that
facilitate the Assurance types’ use of the grim trigger strategy. There also exist a series
of hybrid equilibria in which a transition from mutual Defection to mutual Cooperation
occurs. Though the exact replication of this kind of equilibria in real settings is not very
likely, it still provides a rational basis for the risky investment/initiation by the players who
want to escape from the trap of mutual Defection. As was the case in the analyses of the
static models in Chapter 4, the possibility of cooperation is affected by the environment of
an action situation - the material payoff structure of a 2 x 2 social dilemma - as well as
the culture of a group - distribution of types within the population. In addition, with the

existence of multiple equilibria, the problem of coordination becomes more significant.
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Chapter 6

Heterogeneity and

Interdependence

6.1 Introduction

This chapter tests the equilibrium analyses of Chapter 5 using an experimental
data set of finitely repeated 2 x 2 social dilemmas. Chapter 4 has shown that there is a
significant proportion of individuals who are not entirely selfish. The nonselfish individuals
are most likely to have Assurance-type preferences of which the behavioral principle is
reciprocity. Chapter 5 has shown that when there are multiple types of players in a finitely
repeated 2 x 2 social dilemma game, there are equilibria other than [all Defection] even
when there does not exist the stage game cooperative equilibrium.

The empirical tests of this chapter focus on the impacts of the theoretical variables

analyzed in Chapter 5 on the strategy choice of players at each stage of the finitely repeated
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2 x 2 social dilemma games. At any given stage, a player’s choice is affected by several

factors.

One’s own type 8'. So far, we have used the term “type” in two contexts. In the

first context, type refers to the specific value of a player's type parameter in his utility
function that transforms allocational states into utilities. In the second context, type in
the “preference type” is defined by the characteristics of a player’s preference ordering over
the possible outcomes of an action situation. Type in the first sense, in conjunction with
the structure of the material payoffs, determines type in the second sense. Unlike other
theoretical variables discussed in Chapter 5, a player’s type is not directly observable; it
has to be inferred from the actions taken during the game.

The material payoff structure of a stage, * = (Fy, Gn,Ch), is another factor that

affects a player’s choice at the stage. In Chapter 4, we have used the concepts of Fear,
Greed, and Cooperators’ Gain to characterize material payoff structures. The use of the
representation, T = (a, b), was necessary in Chapter 5 to simplify the repeated game equilib-
rium analyses. In this chapter, we return to the concepts of Fear, Greed, and Cooperators’
Gain because of their general applicability. In the data to be analyzed, the material payoft
structure varies across stages, adding another complication to the repeated game. However,
the basic conclusions of the equilibrium analyses in Chapter 5 still hold; i.e., there exists
the cooperative equilibrium of the finitely repeated 2 x 2 social dilemma game, and the
behavior of a player in the equilibrium is a function of the number of stages left, his own
type, and the material payoff structure.

The stage index, ¢, matters in two ways. First, in the cooperative equilibrium,
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the possibility of Defection by either of a paired two players increases as the repeated
game approaches the final stage. On the other hand, when the two players are trapped in
[mutual Defection], the initiation of Cooperation by any of the two players is easier when
there are more stages left. This is because when both of the players have played Defection
from the beginning to the current stage, there is no belief update and the remaining stages
can be played as a repeated game with a smaller number of stages than the original one.
The coordination problem suggests that the transition to the cooperative equilibrium for
the remaining stages will not be easy. On the other hand, when the players learn the
futility of [mutual De fection] and take the chance of initiating Cooperation, the transition
is plausible. The more stages that are left, the easier will be the transition.

The history of the game before the stage t, h(t). In the cooperative equilibrium the

way a player has played in the previous stages conveys information about his type to the
partner. The players are assumed to have a common prior, F(6"). A player’s updated belief
at any stage of the game regarding his partner’s type can be the same as the original prior,
as is the case when the two players are trapped in the mutual De fection or in the earlier
phases of the cooperative equilibrium in which both players cooperate regardless of their
types. On the other hand, in the stage of the cooperative equilibrium in which behavior of
different types diverge, a player’s action changes the partner’s belief about his type.

The way the immediately preceding stage is played also matters when the transi-
tion from mutual De fection to mutual Cooperation is attempted by the players. Chapter
5 discussed three types of equilibria: (1) the cooperative equilibrium in which two players

start the game with Cooperation and continue to cooperate until near the final stage when
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the behavior depends on one’s type, (2) the all Defection equilibrium in which both players
defect from the first to the final stage, and (3) the hybrid equilibria in which two players
start the game with Defection but convert to mutual Cooperation.

In reality, it is not very likely that two players convert to Cooperation at exactly
the same stage. Therefore, the transition may involve at least one stage of non-equilibrium
play. A player's action during the transition phase can convey his/her intention to his
partner regarding equilibrium choice. For example, a player unilaterally cooperating after
mutual De fection has been played for a while may intend to send a message that says “Shall
we move to the cooperative equilibrium?” If in the next stage the other player reciprocates
the initiation by cooperating, she is sending a message that “I would love to and thanks for
the initiation.” If a player persists on Defection even when the other player has sent the
cooperative message, he might be saying “Even though you have shown me the intention of
moving to the cooperative equilibrium, I am not sure about your type and I would rather
stay in this mutual Defection than taking the risk of being exploited later.” A complete
specification of the ways in which all the previous stages are played out is not plausible in
regression analyses. Instead, we will use s‘~!, the outcome of the immediately preceding
stage.

In general, we can model the probability of a player ¢ cooperating at stage ¢ as

P(s*t =C) = f(n, s*7, t:6) (6.1)

where w! is characterized by Gy, Fa, and Ch, s*~! = (s*~!,s¢~1) is the way the game is

played out in the immediately preceding stage, ¢ is the index for the current stage, and '
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is player i's type.

6.2 Experimental Design and Procedure

The experiment was conducted during the fall semester of 1998 at Indiana Univer-
sity. This chapter analyzes a subset of the data generated by the experiment. Schmidt et al.
(forthcoming) report the design and analyses of the entire experiment. The subjects of the
experiment were paid volunteers recruited from an undergraduate microeconomics class.
Prior to volunteering, subjects were informed that they would participate in a decision-
making experiment in which they would be paid, in cash, an amount dependent upon their
decisions and the decisions of others in the experiment. Subjects were recruited by cohorts of
eight in each experimental session. Upon arriving at the laboratory, subjects were randomly
seated at computer monitors. Each subject in an experimental session was anonymously
assigned a one-digit identification number. Subjects knew their own identification number,
but could not associate any other subject in the room with that subject’s identification
number.

After receiving an identification number, the subjects were informed of the con-
ditions for the experiment. First, they read through a set of computerized instructions
regarding the structure of the experiment. The experimenter then presented further in-
structions explaining the decision-making environment publicly on an overhead projector.
The subjects did not know at any time, before or after the experiment, with whom they
were matched. They were also told that their decisions would remain anonymous during

and after the experiment.



177

The games played were described to the subjects as board games with a row and
column player. Each subject made a choice between option “C” ~ labeled as “B” during
the experiment — and option “D"- labeled as “A” during the experiment. Each subject
always saw himself/herself as a row player in the computer monitor. (Reference of a player
as Row or Column later during the analyses of the experimental data is based on the way
a subject is shown to the experimenters on their monitoring computer screen.)

Subjects were informed that at the end of the experimental session they would
privately receive their earnings from the experiment plus a $5 show-up fee. They were
instructed to think of the payoffs in the individual stages as “computer pesos,” where the
conversion rate was 100 pesos equal $1.

The experiment was divided into two phases: Phase 1 and Phase 2. In each of the
two phases, each subject was randomly matched with another person at the beginning and
played a repeated game with 12 stages with the same subject he or she was matched with
at the beginning of the session.! After Phase 1, subjects were divided into two groups of
four based on the number of cooperative choices they made in Phase 1. At the beginning of
Phase 2, an overhead was presented to the subjects publicly showing the assignment of each
subject to groups and each player and his/her Phase 1 partner’s number of Cooperation
(called B during the experiment) and De fection (called A, during the experiment). Then,

each player was randomly matched with one of the three other players in his/her group and

1UUsually a two-person repeated game implies that a pair of players play the entire stages of a repeated
game without replacing the partner. With the introduction of an experimental design in which a group
of more than two players plays a certain number of stage games with different partners at each stage, the
original repeated game in which no replacement of partner occurs is called fixed matching repeated game,
while the other is called random matching multiple-stage game. The experimental data analyzed in this
chapter is that of the fixed matching repeated game.
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Figure 6.1: Material Payoff Structure of Stage Games (Source: Schmidt et al., forthcoming)

played another repeated game with 12 stages without replacing the partner.

In Phase 2, a player can tell whether he/she belongs to the group of players with
higher numbers of cooperative choices by looking at the numbers of cooperative choices
made by other individuals in the group and comparing them with the numbers of cooperative
choices made in Phase 1 by the individuals in the other group. But he/she cannot match
subject number to one of the players in the room. The material payoff structures of the stage
games are shown in Figure 6.1. In both phases, the games were played in a sequence of 1-2-
3-4-5-6-1-2-3-4-5-6. At each stage, two players made their choices simultaneously. Subjects
were given complete information about the pecuniary payoff structure, the number of stages

in a phase, and the rematching condition in Phase 2.
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High Cooperators’ Gain Low Cooperators’ Gain
Greed = Fear | Game 1 Game 2

(Cn =04,G, =03,F, =0.3) | (Cr, =0.2,G,, =04, F, =04)
Greed < Fear | Game 3 Game 4

(Co =0.4,G, =0.2,F, =0.4) | (Ch =0.2,G, = 0.3, F,, = 0.5)
Greed > Fear | Game 5 Game 6

(Cn =04,G, =0.4,F, =0.2) | (Ch =0.2,Gn =0.5,F, =03)

Table 6.1: Normalized Material Payoff Parameters

6.3 Overall Results

The overall rate of cooperation in the experiment was 32.5%. Figure 6.2 presents
the frequency of cooperation across decision stages. In contrast to Andreoni and Miller
(1993) and Selten and Stoecker (1986), there is no clear decline of Cooperation by the end
of the game. This may be due to the differences between the current and the aforemen-
tioned two experiments. The two studies used a single material payoff matrix for the entire
experiments of which the Cooperators’ Gain was quite small. The equilibrium analyses
of Chapter 5 suggest that the frequency of Cooperation in a finitely repeated 2 x 2 so-
cial dilemma game depends heavily on the material payoff structure. Another possible
explanation is that while the aforementioned two experiments utilized a long series (20) of
supergame of which one game is a 10-stage, finitely repeated 2 x 2 social dilemma game,
the current experiment uses only a single repeated game in each of the two phases.

The regrouping of the subjects in Phase 2 into the two groups of high and low
cooperators may have opposing impacts on their behavior in Phase 1. Though the experi-
mental instruction states it in a neutral way - regrouping for Phase 2 will be based on your
choices of A and B in Phase 1 —, subjects could conjecture that by cooperating more in

Phase 1, they have a better chance of belonging to the high cooperators’ group in Phase 2.
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Figure 6.2: Frequency of Cooperation across Stages

In that sense, players have an incentive to cooperate more in Phase 1 with hopes of being
matched with an Assurance type in Phase 2. The flip side of the incentive is that when a
player defects, his/her partner may not immediately retaliate in the next stage, thus making
Defection in Phase 1 less costly.

However, the evidence suggests that the strategic consideration for Phase 2 group
belonging is not as significant as player type in determining subjects’ behavior in Phase 1.
If the strategic consideration was a primary factor affecting Phase 1 behavior, we would
have to see no significant difference in the frequency of Cooperation between the high and
low cooperators’ group in Phase 2. But the average Cooperation rate is more than twice
higher in the high cooperators group (41%) than in the low cooperators’, indicating that
the behavior of individuals in Phase 1 is more likely to reflect their true types than their

strategic considerations for Phase 2 group belonging.
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Next, we would like to see how well the equilibrium analyses of Chapter 5 describe
the actual unfolding of the repeated games. Figure 6.3 shows the way the outcome of a
game will be represented heretofore. In the figure, z — axis represents stages indexed from
1 to 12 and y — axis represents players’ strategy choices. The presence of a bar extending
upward(downward) indicates that the Row(Column) player has cooperated in that stage.
In Figure 6.3, which shows the outcome of the game played by a pair of players in Phase 1
of session 1, both the players defect from stages 1 to 4 and cooperate from stages 5 to 12.

Figures 6.4 to 6.12 show all the decisions made by pairs of players in Phase 1,
Phase 2 low cooperators’ group, and Phase 2 high cooperators’ group. In the figures, each
player is identified by a two-digit number of which the first digit is the session number and
the second digit is the subject identification number assigned to the player in that session.
For example, Player 11 is a subject in Session 1 with subject identification number 1.

Each game is titled with a four-digit number in which the first(second) two digits

correspond to the Row(Column) player’s identification number. For example, the title 1112
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Figure 6.4: Decisions in Phase 1, Session 1
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Figure 6.6: Decisions in Phase 1, Session 3
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Figure 6.7: Decisions in Phase 2 Low Cooperators’ Group, Session 1

'qlrumz B ragsts '_lﬂum - nartt
[ & a
1= 4 3 [} ] [ ] 1 1< 4 3 [ ? [ ] 1"

183



184

Figure 6.8: Decisions in Phase 1 Low Cooperators’ Group, Session 2
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Figure 6.10: Decisions in Phase 2 High Cooperators’ Group, Session 1
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Figure 6.11: Decisions in Phase 2 High Cooperators’ Group, Session 2
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Figure 6.12: Decisions in Phase 2 High Cooperators’ Group, Session 3
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for the first game of Session 1, Phase 1 shown in Figure 6.4 implies that the game was played
by Player 11 and Player 12. The titles for individual games help to identify any of the 24
players’ 24 total decisions. For example, Player 11’s 12 decisions in Phase 1 are shown in
the upper half of the game titled 1112 in Figure 6.4. His/her 12 decisions in Phase 2 are
shown in the lower half of the game titled 1711 in Figure 6.7.2

The outcomes — the actual ways the repeated games were played - are divided into

four patterns:

1. equilibrium outcomes that meet the strict criteria of the sequential equilibrium;

2Though in each game diagram, Column player’s choice in each stage is represented slightly to the right
of Row player’s choice, potentially creating an image to the readers that the stage game was conducted
sequentially, the actual plays were simultaneous; two paired players made their choices at the same time.

Pairing of Player 11 with Player 12, Player 13 with Player 14, and so on in Phase 1 of each experimental
session may raise a question regarding the randomness of the pairing rule in Phase 1. However, the pairing
was random in the sense that the identification numbers were randomly assigned to them before the matching,
and the subjects knew neither the identification number of the player with whom they were paired nor the
personal identity of the partner.
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2. outcomes in which the cooperative equilibrium for a subgame is reached through a

non-equilibrium path;

3. outcomes in which the [all Defection] equilibrium for a subgame is reached through

a non-equilibrium path; and
4. noisy outcomes that do not fit into one of the above three patterns.

Strict sequential equilibrium outcomes: Recall the three types of sequential equi-

librium discussed in Chapter 5. In the cooperative equilibrium both players start the game
with Cooperation and cooperate until near the final stage when behavior depends on one’s
type. In the [all Defection] equilibrium, both players defect from the first to the last stage.
In a hybrid equilibrium, both the players start the game with De fection, but they convert
to a cooperative equilibrium at a point in the game when there are enough stages left to go
to support the cooperative equilibrium for the subgame.

Of the 24 repeated games, only four have outcomes that meet the strict criteria of
the sequential equilibrium. Interestingly, however, the outcomes of the four games include
all of the three major patterns of equilibrium. Game 3132 of Phase 1, Session 3 (see Figure
6.6) and Game 2824 of Phase 2 high group, Session 2 (see Figure 6.11) are the cases in which
the cooperative sequential equilibrium is played. Two players in Game 3132 and player 28
in Game 2824 are most likely to be Assurance types. But player 24 defects in stage 11
when the partner has cooperated in stage 10. Therefore, the outcome of the game 2824 is
the cooperative sequential equilibrium played by a PD type and an Assurance type.

Game 1711 of Phase 2 low group, Session 1 (see Figure 6.7) is the only case in which

the strict [all Defection| equilibrium is played. Neither of players 11 and 17’s decisions in
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Phase 1 indicate the possibility that they are Assurance type players unfortunately stuck
in the [all Defection| equilibrium; they are most likely to be PD types.

Game 1314 of Phase 1, Session 1 (see Figure 6.4) is a case of hybrid equilibrium
played, most likely, by two Assurance-type players. Both the players defect from stage 1
to stage 4 and cooperate from stage 5 to the final stage. The players were lucky in that
they chose to convert to Cooperation at exactly the same stage.

Next, we see the outcomes that do not meet the sequential equilibrium conditions.
The focus is whether or not the course of play converges to an equilibrium pattern over time
and, if it does, to which equilibrium. At any stage, except at the stage of the cooperative
equilibrium in which the behavior of different types diverges, both players choose the same
action in a sequential equilibrium. Therefore, any mismatch of choices at earlier stages of a
game is a sign that the game is not played consistently with one of the sequential equilibria.
However, since there are multiple equilibria, and communication between the players is
not allowed, we can expect many cases in which two players start the game with different
equilibria in mind. In other words, non-equilibrium outcomes can occur even when the two
players of a repeated game are both rational and try to play the game with equilibrium
strategies.

A non-equilibrium play of the repeated game in earlier stages implies a stage
game outcome of (D,C) or (C,D), and the preference-ordering types we modeled (based
on the evidence discussed in Chapter 4) do not allow unconditional Cooperation to be
rational. Therefore, whenever there occurs a non-equilibrium stage outcome, we expect

a rapid convergence to one of the sequential equilibria defined for a subgame. To which
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equilibrium, and how fast the actual behavior of the two players converge, will depend upon
the (im)patience of the cooperator and (non)responsiveness of the defector in the stage with
the non-equilibrium outcome.

From non-equilibrium play to a cooperative equilibrium: Game 2324 (in Figure 6.5),

Game 2126 (in Figure 6.8), Game 2225 (in Figure 6.8). In this pattern of outcomes, the
game starts with players’ non-equilibrium behavior and reaches the cooperative equilibrium
for a subgame. For example, in Game 2225, Row player starts the game with Cooperation
while Column player starts the game with De fection. Row player still cooperates in stage
2, but Column defects. In stage 3, Column reciprocates Row’s cooperation in the previous
two stages with Cooperation, but Row plays Defection after having been exploited twice
in the previous stages. Then in stage 4, Row again plays Cooperation having seen Col-
umn’s Cooperation in stage 3. But Column has already switched back to De fection. This
mal-coordination stops at stage 6 when both players play Cooperation. From that point on,
the two players play Cooperation to stage 11. The outcome for the subgame that consists
of stages 6 to 12, therefore, can be viewed as a result of cooperative equilibrium play. Game
2324 and Game 2126 show similar patterns.

From non-equilibrium play to [all Defection] equilibrium: Game 1112 (in Figure

6.4), Game 2122 (in Figure 6.5), Game 1215 (in Figure 6.7), Game 3534 (in Figure 6.9),
Game 3633 (in Figure 6.9), Game 1316 (in Figure 6.10), Game 3237 (in Figure 6.12). In
this pattern of outcomes, the mismatch of choice in earlier stage(s) rapidly converges to
the [mutual Defection] equilibrium for a subgame. The three games in the Phase 2 low

cooperators’ group are the typical cases. When the last Cooperation is preceded by at
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least one stage in which both players defected, the incidence of Cooperation can also be
viewed as a futile trial to make a transition from [mutual Defection] equilibrium to the
cooperative equilibrium.

Noisy outcomes: There are also many outcomes that do not fit into one of the
three patterns discussed above. On a descriptive level, they can be divided into two groups.
Those noisy outcomes in Phase 1, in which unilateral cooperative choices occur near and in
the last stage, can be viewed as the cases in which one of the players cooperates to increase
his or her chance to belong to a high cooperators’ group in Phase 2. Those outcomes in the
Phase 2 high cooperators’ group - in which number of cooperative choices are not small,
but their are too many (C, D) or (D,C) outcomes - can be viewed as cases of persistent

coordination failure.

6.4 Heterogeneity: Fixed Effects Logit Analyses

Sections 6.4 and 6.5 analyze the experimental data with a series of probit and logit
models to establish the causal impacts of the theoretical variables on the players’ choice of
Cooperation and De fection at each stage. Two special characteristics of the experimental
data do not allow us to conduct the standard procedures of the logit and probit estimations.

First, the data have a panel structure. There are 24 individuals, each of whom
makes 24 decisions. Conducting the standard binary choice estimations would imply that
the 24 individuals are homogeneous in terms of their propensity to cooperate. The fun-
damental assumption of this study has been that individuals are heterogeneous in their

motivations. Therefore, an individual’s choice at a stage is more likely to be correlated to
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his or her choices in other stages than it is to the choices made by others.

Second, a player is always paired with another individual for the entire 12 stages
of a phase. In equilibrium, any two paired players’ choices have to be the same - except
in the stage of the cooperative equilibrium, in which different types’ behavior diverge. The
mismatch between the choices of two rational players can happen in a couple of ways. It can
result from a coordination failure, in which one player plays the cooperative equilibrium
strategy and the other plays the [all Defection| equilibrium strategy. Or, it can hap-
pen when a player initiates the transition to the cooperative equilibrium from the [mutual
Defection]. In both cases, a rapid coordination is expected.

In sum, the 576 observations cannot be treated as independent from each other
due to the problems of heterogeneity and interdependence. Unfortunately, currently avail-
able estimation procedures for the binary choice data do not allow us to address both of the
problems within a single estimation.? Therefore, we control for the two problems separately.
First, in this section, a series of (conditional) fixed effects logit analyses are conducted to
control for the inter-individual heterogeneity in the panel data. The problem of interde-
pendence between two paired players’ choices will be addressed in the next section with a
series of bivariate probit analyses.

Both the fixed effects logit and bivariate probit analyses of this chapter are based on
a reduced form random utility model. The random utility model, in the context of binary
choice problems, assumes that an individual’s choice reflects differences in the expected

utilities of the two choice options. In the 2 x 2 social dilemma game, the difference is that

3There is a statistically less sound way of taking both of the problems into account by including individual
dummy variables in the bivariate probit analyses. The model is estimated in an exploratory manner at the
end of this chapter.
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between the expected utilities of Cooperation and that of De fection. Drawing on (6.1) in
Section 1, the respective utility of Cooperation and De fection for individual ¢ at stage ¢

can be expressed as

wt(C) = filnt, st t:6Y)

ut(D) = fy(n', s, t:6Y)

in which ¢ is the structure of the pecuniary payoffs at stage t, s*~! is the outcome of the
previous stage, t is the stage index, and 6 is individual i’s type.

The structural estimation of the model requires that the utility functions f. and
f4 be specified according to the motivational models discussed in Chapter 4. However, due
to the identification problems, this chapter estimates reduced form linear random utility

models in which the expected utilities are specified as

uC) = aict+Bx+ec

u(D) = aig+Bx+e€id,

where x is a vector including 7%, st~!, t and other independent variables.
Let u™t denote ut(C) — u*(D), the difference between the expected utilities of

Cooperation and De fection. Then,
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ut = (e + Bix +e) — (aig + Byx + €a)

= (aic— aig) + (B, — By)x + (e — €a)

a; + B x+e, (6.2)

in which a; = a;c ~ a4, 8 =B, - By, and e = ¢ — €.
In the data, what we observe is not u™, but the binary variable y*¢, which takes a
value of 1 if individual i cooperates at stage t and 0 otherwise. Therefore, our observation

is

yt o= 1 ifut >0

yot = 0 ifut* <0

The probability that individual 7 will cooperate is

Pr(u™ > 0)

Pr(o; + B'x+e>0)

= Pr(e> —a; - 8'x). (6.3)

We can innocently assume that € has a standard logistic or normal distribution

because utility is defined up to linear transformation. Then, due to the symmetry of the
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normal and logistic distributions, (6.3) can be rewritten as

Pr(e < a; + B'x) = F(ai + 8'x). (6.4)

In the probit model, F is the standard normal cumulative distribution function. In the logit
model, F is the logistic cumulative distribution function.

The individual specific term a; in (6.2) represents the heterogeneity in the fixed
effects model. A literal interpretation of (6.2) would imply that the difference among indi-
viduals lies in their baseline propensity to cooperate and the covariates (x) have identical
impacts on individuals’ behavior. The theoretical analyses in Chapters 4 and 5, however,
suggested that the inter-individual heterogeneity does not exist in a linear fashion. Thus,
(6.2) is not exactly correct; individuals may differ fundamentally in terms of the ways they
respond to the changes in the covariates x. In other words, B' may also need to be individu-
alized - an impossible task because, in that case, the number of parameters to be estimated
increases in proportion to the number of observations.

A direct implementation of (6.2) in the standard logistic model can be done by
including a dummy variable for each individual. However, the maximum number of observa-
tions that can be used in estimating each of the coefficients for individual dummy variables
is only 24, which is not large enough for the coefficients to be reliable.!

This study addresses the problem of heterogeneity with a series of (conditional)

*In a linear panel model, the estimates of the coefficients for individual dummy variables and those for the
common independent variables are asymptotically independent. Therefore, when the number of observations
is large, the latter are not biased even when the former are. However, the binary choice models of logit
and probit conduct nonlinear maximum likelihood estimations in which the estimations of the coefficients
for individual dummies and those for common independent variables are not independent. Therefore, the
coefficients for common variables are also biased when the coefficients for individual dummy variables are
estimated (Chamberlin, 1980; Hsiao, 1996).
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Variable | Ezplanation

Gn Normalized Greed: 7§

Cn Normalized Cooperators’ Gain: %‘_%

Stage Index of stage in a phase, 1 to 12

P2High | A dummy variable that takes a value of 1 if an observation

belongs to Phase 2 high cooperators’ group, 0 otherwise

P2Low | A binary variable that takes a value of 1 if an observation

belongs to Phase 2 low cooperators’ group, 0 otherwise

PruDC | A binary variable that takes a value of 1 if individual 4

defected and the partner cooperated in the previous stage, 0 otherwise
PruCD | A binary variable that takes a value of 1 if individual

cooperated and the partner defected in the previous stage, O otherwise
PruCC | A binary variable that takes a value of 1 if both individual ¢

and his/her partner cooperated in the previous stage

Table 6.2: Variables and Explanation

fixed effects logit analyses that remove the heterogeneity term by conditioning the likelihood
on the number of successes within a group — the number of cooperative choices made by
each individual, when applied to the current data. The implementation of the conditional

likelihood function, suggested by Chamberlain (1980), to our data yields

N T
L= Hpr(yﬂ = yil’yﬂ‘ = yi2’ .. ’,YiT = yiT' Zyit)’ (6.5)
t=1

i=1
in which N is the number of individuals, T is the number of observations that belong to
the same individual, y* is the dependent variable that takes a value of 1 when individual ¢

cooperates at stage t, 0 otherwise.

Table 6.2 defines the variables used in the estimation of the models.’ Table 6.3

reports the results of the simple logit and conditional (fixed effects) logit estimations. In

SF. was not included since the sum of G, Ca, and F, is always 1. When both P2High and P2Low
are zeroes, the observation belongs to Phase 1. The baseline for the three binary variables related to
the outcome of the previous stage is the case in which both players defected in the previous stage.

6The number of observations in the conditional logit model is smaller than that in the simple logit because
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Logit Conditional Logit
Variable Coefficient it] Coefficient It]
ONE ~3.745 3.64 - -
Ga 1.362 0.82 1.161 0.68
Cn 5.773 3.36 5.245 2.97
Stage -0.071 1.55 -0.088 1.84
P2High -0.044 0.14 -1.069 2.34
P2Low ~0.932 2.64 0477 097
PruDC 1.285 3.36 0.832 1.97
PrvCD 1.214 3.16 0.426 1.02
PrvCC 4713 1166 3.581 8.07
# obs 528 484
LR x3(8) 279.04 138.86
P> x? 0 0
Pseudo R? 0.4254 -
InL _ -1884 -137.8

—

Table 6.3: Cooperation: Logit and Conditional Fixed Effects Logit Estimates

terms of the significance of the covariates, logit and fixed-effects logit models yield similar
results.

First, the regression results indicate that the material payoff structure has a sig-
nificant impact on behavior in the context of the repeated 2 x 2 social dilemma game. Ahn
et al. (2001) report that the normalized values of fear, greed, and cooperators’ gain have
significant impacts on the players’ strategy choice in the context of single play 2 x 2 social
dilemma games. Whether this would still be the case when the material payoff structures
vary across stages of a repeated game is an interesting empirical question. A simple tabu-
lation of the frequencies of Cooperation across the six material payoff structures shown in
Table 6.4 indicates that the choice of Cooperation is much more likely in the games with

the high Cooperators’ Gain (games 1, 3, and 5) than in those with the low Cooperators’

the observations from stages 1, and those belonging to the individuals whose choices do not vary across 22
stages, are all dropped.
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High Cooperators’ Gain Low Cooperators’ Gain
Greed = Fear | Game 1 : 38 (39.6%) Game 2 : 31 (32.3%)

(Cn =0.4,Gp = 0.3,F, =0.3) | (Cp =0.2,Gp =04, Fy, = 04)
Greed < Fear | Game 3 : 34 (35.4%) Game 4: 25 (26.0%)

(Cn =04,Gn =0.2,F, =0.4) | (C, =0.2,G5 =03, F, =0.5)
Greed > Fear | Game 5 : 35 (36.5%) Game 6 : 24 (25.0%)

(Cn =0.4,Gp =04,F, =0.2) | (Cp =0.2,Gy = 0.5, F, =0.3)
Total 107 (31.2%) 80 (27.8%)

Table 6.4: The Frequency of Cooperation across Game Structures

Gain (games 2, 4, and 6). The table also suggests that when the value of Cooperators’
Gain is fixed, the relative values of normalized Fear and Greed do not matter significantly.

The apparently significant difference between the frequencies of Cooperation in
the games with the high and those with the low Cooperators’s Gain is without controlling
for the other factors in the repeated game. For example, the first stage in the repeated
game has the high value of Cooperators’s Gain while the last stage has the low value. It
is possible that the apparent difference is due not to the value of the Cooperators’s Gain
but to the stage impact in the repeated game.

However, the large, as well as significant, coefficients for Cy, in Table 6.3 indicate
that the tabulation result is still valid when the impacts of other factors are controlled in
regression analyses. It should be regarded as quite strong since the first stage with the high
Cooperators’ Gain is not included in the regressions due to the lack of variables related to
the previous stage outcome.

Why does the material payoff structure still matter in the repeated game even
after controlling for the impacts of the number of stages remaining and the outcome of the

previous stage? One possibility is that there are players who treat each of the 12 stages not
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as a stage in a repeated game but as an independent game. A more persuasive scenario is
that the changes in the material payoff structures provide some players with the focal point
for strategy switching. When a player in the [mutual De fection] equilibrium tries to send
the signal to the partner of her intention to switch to the cooperative equilibrium, she can
do that less costly when the Cooperators’s gain is large and thus, the Greed and Fear are
relatively small. For example, in Game 1314 shown in Figure 6.4, in which the two players
switch to the cooperative equilibrium at exactly the same stage, the transition happens in
a stage with the high Cooperators’ Gain. In general, a closer look at Figures 6.4 to 6.12
reveals that the attempts to send cooperative signals usually occur in the stages with the
higher Cooperators’ Gain.

The collapse of cooperative plays at stages with the low Cooperators’ Gain can be
another contributing factor to the significantly different frequencies of Cooperation between
the stages with the high and low Cooperators’ Gain. However, a visual examination of the
data does not clearly distinguish this hypothesis from the end-game effect, since the final
stage has the low Cooperators’ Gain.

Second, as the large and very significant coefficient for the variable PruCC indi-
cates, a player is much more likely to cooperate when she and the partner both cooperated
in the previous stage. [Mutual Cooperation] is a sign that the two players are in the coop-
erative equilibrium and they have, regardless of their types, the incentive to sustain (mutual
Cooperation] as long as possible. The variables’, PruDC and PruCD, impacts are not ro-
bust. The coefficients for the two variables are significant in the simple logit model, but they

are neither large nor very significant when the unobserved inter-individual heterogeneity is
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controlled in the conditional fixed effect logit model.

The most interesting difference between the simple and the conditional logit esti-
mations is found in the impacts of Phase 2 group variables, P2High and P2Low. To recall,
in Phase 2 subjects belonged to either a High or Low group - simply called group 1 and
group 2 during the experiment - depending on the number of cooperative choices they made
in Phase 1. Therefore, in terms of group belongings, there are three possibilities: Phase
1, Phase 2 High group(P2High), and Phase 2 low group(P2Low). Two dummy variables
P2High and P2Low, are included to assess the impacts of the Phase 2 group belongings. In
the simple logit analysis, the variable P2Low has a significantly negative coefficient, while
in the fixed-effects logit model, the variable P2High has a significantly negative coefficient.

At first glance, the result of the simple logit analysis is quite intuitive: individuals
are less likely to cooperate when they belong to a low cooperators’ group in Phase 2.
However, the problem with the simple logit estimation is that it treats all the individuals
homogeneously in terms of their baseline tendency to cooperate; the simple logit model
regards the behavioral difference purely as the impacts of the variations in the dependent
variables.

On the other hand, the result of the conditional logit estimation indicates that
after players’ types are controlled for, belonging to the Phase 2 high group has a negative
impact on a player’s likelihood of cooperating. To put it differently, a player in the Phase 2
high cooperators’ group is less likely to match the number of cooperative choices he played
in Phase 1. Table 6.5 presents this phenomenon at an individual level by tabulating the

number of cooperative choices made in Phases 1 and 2 by the 12 individuals who belong
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ID Phase 1 Phase 2

13 8* 2
14 8* 9
16 2* 1
18 5 9*
23 9* 4
P 8 10*
27 5* 3
28 8 11*

31 12* 3
32 12* 2

37 3* 0
38 3* 2
Total | 83 56

Table 6.5: Phase 2 High Group Individuals’ Behavior in Phases 1 and 2

to the Phase 2 high cooperators’ group. The table shows that only 3 out of 12 players who
belonged to Phase 2 high cooperators’ group made more cooperative choices in Phase 2 than
they did in Phase 1 - for 9 players, the number of cooperative choices actually decreased
from Phase 1 to Phase 2.

Table 6.6 provides another intuitive illustration of why the coefficients for Phase
2 group belonging variables differ between the simple and the conditional logit models
and what aspects of the data each model represents. The table is constructed such that
the 24 players are divided according to their Phase 2 belongings, and their frequencies
of Cooperation are tabulated by phases. For example, cell a shows that the players who
eventually belonged to Phase 2 high cooperators’ group made 83(57.6%) cooperative choices
in Phase 1.

The significantly negative coefficient for P2Low in the simple logit model repre-
sents the difference between the cells ¢ and d - after taking into account the impacts of

other variables but not the players’ types. The nonsignificant coefficient for P2High in the
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P2High P2Low Total
Phase 1 | 83 (57.6%)° 14( 9.7%)° 97 (33.7%)°
Phase 2 | 56 (38.9%)® 34 (23.6%)? 90 (31.3%)
Total | 139 (42.3%) 48 (16.7%) 187 (32.5%)

Table 6.6: Cooperation in Phases 1 and 2: By Phase 2 Group

simple logit model represents the small difference between the cells b and c. In the condi-
tional fixed effects logit model, the significantly negative coefficient for P2High represents
the large difference between the cells @ and b - because the players’ types are accounted
in the model, the reference point for cell b is no longer ¢, but a. Finally, the insignificantly
positive coefficient for P2Low in the conditional fixed effects logit model represents the
difference between cells d and e. The significance and magnitude of the coefficients for the
four variables may differ slightly from what is intuitively shown in Table 6.5 because the
coefficients are estimated while controlling for the impacts of the other variables, and be-
cause the observations from stage 1 are all dropped due to the absence of the values for the
previous stage outcome variables.

Why do the players in the Phase 2 high cooperators’ group make less cooperative
choices than they did in Phase 1? Coordination failure and type mismatch appear to
provide a better account. Four players ~ players 13, 23, 31, and 32 - collectively made 30
less cooperative choices in Phase 2 than they did in Phase 1. Three of them - players 13,
31, and 32 - cooperate to the final stage of Phase 1 and start Phase 2 with Cooperation,
indicating that they are most likely to be Assurance types. Player 23 starts both Phase
1 and Phase 2 with Cooperation, but he defects in the final stage of Phase 1, indicating
that the player is either an Assurance type or a PD type who is strongly inclined to play

the cooperative equilibrium. The combined cooperative choices made by these four players
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dramatically decrease from 41 in Phase 1 and 11 in Phase 2, accounting for most of the
difference between the number of cooperative choices made by players in the Phase 2 high
cooperators’ group in the two phases.

A closer look at their, and their partners’, behavior in phases 1 and 2 indicates
that the reason for the significant decline in the number of cooperative choices is most likely
due to the coordination problem and type mismatch. For example, player 31 cooperates in
all of the 12 stages of Phase 1 and in the first stage of Phase 2. But player 31’s Phase 2
partner (player 37, who cooperated only twice in Phase 1) neither cooperates in stage 1, nor
reciprocates player 32's Cooperation by cooperating in the next stage. Nevertheless, player
32 cooperates again in stage 3, inviting player 37 to the cooperative equilibrium. Again,
player 37 does not reciprocate and player 32 eventually gives up any attempt to lead his
partner to the cooperative equilibrium.

In retrospect, it was in part player 32’s good luck that the player was able to enjoy
mutual Cooperation for the entire 12 stages of Phase 1; his Phase 1 partner (player 31) was
not only an Assurance type, but also willing to try the cooperative equilibrium strategy.
Not every Assuracne type is so lucky. For example, player 22, whose Phase 2 behavior
strongly suggests that he is of the Assurance type, met a player who refused to reciprocate
player 22's Cooperation in both stages 1 and 3. Player 22 had no choice but to convert to
Defection himself, scoring Cooperation only twice and ending up in the low cooperators’
group in Phase 2.

In general, when an individual has chosen a relatively large number of Cooperation

in Phase 1, part of the reason is that the player was lucky; being cooperative and ready to
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take the risk of playing cooperative equilibrium is a necessary but not sufficient condition
for a player to actually play many cooperative choices. He also needs to be lucky enough
to meet a partner who is either cooperative or at least wise enough to behave reciprocally.

As the principle of “regression towards the mean” suggests, an individual who
is quite lucky today is less likely to be that lucky again tomorrow. So, a player with a
large number of Phase 1 Cooperation may find it difficult to play the same, or a higher,
level of cooperative choices in Phase 2. Especially, when there are some individuals in
Phase 2 high cooperators’ group whose Cooperation in Phase 1 reflects not their type but
their strategic consideration for Phase 2 group belonging, the Assurance-type players with
higher numbers of Phase 1 Cooperation will have difficulty in maintaining the same level

of cooperative choices in Phase 2.7

6.5 Interdependence of Strategies: Bivariate Probit Analy-

ses

This section reports a series of bivariate probit analyses of the experimental data.
In the finitely repeated 2 x 2 social dilemma game, the choices of any two paired players at
any stage are expected to be highly correlated. Since any two paired players’ choices are not
independent, simple binary choice models do not exactly reflect the underlying data genera-
tion process. The bivariate probit model utilizes the bivariate normal distribution function

to model the correlation between two interdependent binary choice variables. However,

7In addition, the two most cooperative players in Phase 1 of any session were not matched with each
other in Phase 2, increasing the chance that their Phase 2 partners are not very cooperative types.
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Column Player
Defection  Cooperation  Total

Defection 55.9 % 11.8% 195
Row Player Cooperation 115 % 20.8 % 93
Total 194 94 288

Table 6.7: Correlation between Paired Players’ Choices

while the logistic function eliminates individual heterogeneity terms in the conditional like-
lihood function, the normal distribution function does not. Therefore, it is not possible to
take account both the problems of heterogeneity and interdependence in a single regression
model 8

Therefore, the series of bivariate probit analyses in this section have a narrower
focus; in addition to examining whether the basic results of the fixed effects logit estimations
still hold when the problem of interdependence is taken into account, the empirical analyses
of this section focus on identifying the interdependence and its source.

Table 6.7 tabulates the choices made by all the paired subjects. The simple cor-
relation coefficient between the choices of the row players and column players is quite high
at 0.47. In 73% of a total of 288 stages, two players choose the same strategy. Since there
is a considerable proportion of cases in which both players choose Cooperation, the high
correlation cannot be attributed simply to the prevalence of noncooperative choices in the
data.

The equilibrium analyses of Chapter 5 have provided an explanation why the

choices of two paired players at a given stage are highly correlated. Any type of equilibrium

81t is possible to include individual dummy variables in a bivariate probit model so that both the problems
of interdependence and heterogeneity can be accounted for. However, including individual dummy variables
can cause bias in estimates when the number of observations for each individual is not very large. This
section tries the model later in an exploratory manner.
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involves the same choice by both of the players, except for the stage in the cooperative
equilibrium in which behavior of different types diverges. When the two paired players are
already in equilibrium, they know which equilibrium they are in by the way the game is
played up to the current stage. On the other hand, when the players have been engaged
in non-equilibrium signal exchanges in the previous stages, their choices in the current
stage reflect the (im)patience of the signal sender and the (non)responsiveness of the signal
receiver. In any case, the way the game is played in the immediately preceding stage is
the simplest focal point on which the two paired players can coordinate their choices in the
current stage.

Drawing on the random utility model (6.2), let upt (uf-,") denote the difference
between the expected utilities of Cooperation and Defection for the row(column) player

at stage t of the repeated game played by ith pair:

ubt X8, +e,i=12,...,N

uf;'t = X:ﬂc+€cv i= 1’2’""’N'

QOur observation is

Wity = (1,1)  ifut*>0andudt >0

(1,00 ifub>0andupf <0

(0,1) ifu*<Oandul>0
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= (0,0) ifu<0andult <0
(4

The bivariate probit model estimates parameters 3, ., and p, in the likelihood function:

L= H / ¢2(er,ec; p) de,dec, (6.6)

i=1

where ¢,, the bivariate normal density function, is

bo(er,€ci p) = (2m(1 = p})1] ! exp[--;-(l - p?) (€2 + € — 2perec)] (6.7)

with E(e;) = E(ec) = 0, Var(e2) = Var(e?) = 1, and p as the correlation coefficient. The

limits of integration depend on the observed choices of the two players (vt 3¢t as follows:

If (yr 1yc ) = (0, 0)1 ’\f = "Xrﬂn Ty = —Q, A¢: = -Xcﬂcv Te = —O0.
If (y:'t1y¢':t) = (110)1 Ar =00, Ty = ‘Xrﬂrv'\c = —Xcﬂca Te = —00.
If (y:.t’y::t) = (0,1), A\r = =X:B,,Tr = =00,Ac = 00,Tc = -XcB..

If (yr sy::‘) (17 1)1 Ar = 00, Ty = "Xrﬂn/\c =00,T¢ = “Xcﬁc-

X, and X, are row vectors of exogenous variables that determine the expected utilities of
Cooperation and Defection.
Because the division of the subjects into the row and column players is an arbitrary

labeling, this study uses a model of pooled bivariate probit that restricts the coefficients
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Model 1 Model 2 Model 3
Variable ~Coefficient  Jt| Coefficient  |t| Coefficient ||
ONE -1.947 3.69 -0.837 215 -0875 4.48
Gn 0376 043 0.215 0.31
Cn 2964 3.30 1.266 1.87
Stage -0.046 1.92 -0.006 0.33 -0430 191
P2High -0.076 045 0.090 0.66 -0.580 0.35
P2Low -0330 174 -0.339 2.29 -0.353 1.90
PruDC 0.693 3.25 0.536 2.64
PruCD 0.751 3.56 0.585 2.90
PruCC 2.721 1342 2.584 1347
# Obs 528 528 528
-InL 385 578 398
Waldy? 338.56 15.49 329.95
P> x? 0.000 0.115 0.000
p 0.229 0.758 0.290
LR(p)x? 4.87 147.21 8.63
P> x? 0.027 0.000 0.003

Table 6.8: Cooperation: Pooled Bivariate Probit Estimates

for the exogenous variables the same between the equations for the row and column players
while efficiently utilizing the data.?
Table 6.8 reports the results from a series of pooled bivariate probit estimations.

Model 1 uses a specification identical to that in the previous logit estimations. In terms

9An observation in the bivariate probit model has a structure
Y1iy X1, ¥2i, X2

in which y1; and ya: are the two dependent binary variables and X (Xa) is the vector of covariates of
vis(y2i)-

In the experimental data, the division of the players into row and column players is arbitrary. While
the experimental computer program divided the subjects into row and column players for the purpose of
recording, all the subjects saw themselves as the row players in their own computer monitor. There is no
reason, except for the stochastic effect, to hypothesize that the impacts of covariates differ between the
choices of the arbitrarily labeled row and column players. A convenient way to achieve the same coefficients
for row and column players is to enter each observation twice as follows:

i, X1i, v2i, Xai
y2i, Xai, hri, X
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of the magnitude and significance of the coefficient estimates, the result is substantively
identical to that of the logit estimation. Model 2 and Model 3 are included to demonstrate
the source of the correlation between the choices of Row and Column players. In the
bivariate probit model, the estimate of correlation coefficient p captures the correlation
between two binary dependent variables' responses to the random shock - the influence
of all the factors not included as independent variables. Therefore, in principle, when all
the factors that have impacts on the two dependent variables are perfectly specified in the
model, the correlation coefficient should be 0.

By alternately excluding each set of variables from the model specification and
comparing the resulting estimates of the correlation coefficient across different specifications,
we can see which variables are the biggest source of the apparent correlation between the
two paired players’ choices.

When the variables representing the outcome of the previous stage are excluded
(Model 2), the correlation coefficient p becomes very large (0.758) and extremely signifi-
cant. On the other hand, when the variables related to the normalized values of the payoff
parameters are excluded from the estimation (Model 3), the estimate of correlation coeffi-
cient does not change significantly from that in Model 1. The estimate of the correlation
coefficient does not differ significantly from that in Model 1, when other sets of independent
variables are excluded from the estimation: 0.233 when P2High and P2Low are excluded,
and 0.245 when stage is excluded. Compared to the estimated correlation coefficient in

Model 1, this implies that the outcome of the previous stage is the most important source
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of the apparent correlation between the two paired players’ strategies.!

Finally, Table 6.9 reports a pooled bivariate probit estimation that includes in-
dividual dummies as independent variables. As discussed earlier, variants of the probit
model do not allow the elimination of individual heterogeneity in the conditional likelihood
function, and the inclusion of individual dummies may bias the whole estimation when T,
the number of observations for each individual, is small. Therefore, the estimation shown
in Table 6.9 is only an exploratory attempt to compare its results with those of the fixed
effects logit and bivariate probit models.

Table 6.9 does show some interesting results. First, the variables C, and PrvCC
have the largest and the most significant coefficients. Second, as was the case in the fixed
effects logit model, the coefficient for P2High has a significantly negative sign. Third, after
the heterogeneity is controlled, the correlation coefficient p becomes indistinguishable from
0. In general, the pooled bivariate probit model including individual dummy variables, in
spite of its theoretical weakness, confirms the major empirical results of the fixed effects

logit and bivariate probit estimations.

6.6 Conclusion

This chapter tested the equilibrium analyses of Chapter 5 using an experimental
data set of the finitely repeated 2 x 2 social dilemma game. The strict equilibrium plays
were rare, but each of the three broad types of the sequential equilibrium - [all Defection]

equilibrium, cooperative equilibrium, and hybrid equilibrium - appears at least once in

19Note that even in Model 1, p is estimated to be significantly larger than 0. This implies that two paired
players tend to respond to the factors not included in the regression in the same direction.
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Variable  Coefficients  [t]

ONE -1.359 2.00
Gn 0.617 0.66
Cn 3.162 3.31
stage -0.056 217
P2High —0.445 222
P2Low -0.065 0.27
PrvDC 0.502 2.10
PrvCD 0.360 1.52
PrCC 2.232 9.36
# Obs 528

-InL 348
Waldx?(62) 347.64

P> x? 0.000

p 0.103
LR(p)x? 0.81

P> x2 0.368

*Estimates of the coefficients for individual dummies are not reporte

Table 6.9: Cooperation: Pooled Bivariate Probit Estimates with Individual Dummies

the data. Some subjects do cooperate to the final stage of the repeated game, and others
patiently try to invite the partner to the cooperative equilibrium.

A series of the fixed effect logit and the bivariate probit models are estimated to
test the impacts of the theoretical variables systematically. The results of the statistical
models indicate that an individual has the highest probability of cooperating when both the
individual and the partner cooperated in the immediately preceding stage. The probability
of Cooperation is shown to be significantly higher, across all the statistical models, in the
stages in which the material gains from mutual Cooperation are high.

A noticeable result of the fixed effects logit analysis is that individuals who made
more cooperative choices in Phase 1 are not likely to match the level in Phase 2, even when

they belong to the high cooperators’ group. This result is interpreted as indicating the
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importance of the coordination and partner’s type in facilitating an individual’s cooperative
behavior. The bivariate probit models confirm the general importance of the outcome of
the previous stage and the material payoff structure of the current stage in determining a
player’s choice. In addition, by comparing the estimates of the correlation coefficient across
different specifications of the bivariate probit model, we were able to see that the biggest
source of the interdependence between the two paired players’ choices is the way the game

is played in the previous stage.
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Chapter 7

Conclusion: Heterogeneous
Motivations and Cooperation in

Social Dilemmas

This dissertation has attempted to incorporate heterogeneous motivations into
game theoretic models of social dilemmas. When a group of rational individuals holding
heterogeneous motivations interact in a social dilemma, what outcomes would result? How
do the material, institutional, and cultural factors affect individuals’ behavior and social
outcomes? This chapter summarizes theoretical and empirical findings of this study and
provides a few suggestions for further research.

In Chapter 1, I reviewed several extant institutional approaches to social dilem-
mas. The first set of institutional approaches includes the State solution and the Mar-

ket/Privatization solution. Examples of these are the intervention by external authorities
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with punishment and reward rules, selective incentives provided for the cooperators, and
dissolution of the dilemma structure via market/privatization. In any case, individuals face
a new incentive structure that is not a dilemma. However, each of these solutions has its
own problems.

There is no guarantee that the external authority would implement the rules in a
fair manner. More often than not, even when an external authority does intend to fairly
implement the rules, it may not have the proper resources and information necessary for
a successful intervention. The Market/Privatization solution can be very costly, and it
often forgoes the social opportunity of utilizing the economy of scale embedded in social
dilemmas.

Self-governance is the second institutional approach to explaining and facilitating
cooperation in social dilemmas. Rather than being inexorably trapped in the dilemma,
individuals can utilize the local knowledge they have, devise their own rules, make com-
mitments to each other, and preserve the productive social opportunity without relying on
external authorities. Theoretical and empirical work on self-governance have requested a
fundamental shift in the ways policymakers think of the solutions to social dilemmas.

This dissertation, while acknowledging the importance of institutional factors,
tried to incorporate another fundamental factor — individual motivations - to the study of
social dilemmas. An institution is a function that transforms initial material and cultural
conditions to aggregate social outcomes. Institutions are designed to solve social problems
by channelling individuals’ behavior to desired social outcomes. Motivations — defined in

this study as individuals’ preference over the alternative social outcomes that can result
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from the initial conditions of an action situation - in turn, decide how individuals would
react to the incentives provided by a specific institutional arrangement.

Institutions based on an invalid assumption regarding individual motivations would
not be able to achieve the social goals for which they are designed. In addition, designing
and maintaining institutions involve costs. How to direct the limited institutional resources
efficiently also depends on an understanding of motivations that individuals hold. Moreover,
institutions not only alter immediate behavior but reshape, in the long run, the norms and
culture of a society.

Simply assuming that all individuals are selfish is not only empirically invalid,
but also can result in seriously detrimental policy prescriptions. The universal selfishness
assumption, when used as the basis for policy prescription, can undermine the produc-
tive social opportunity embedded in social dilemmas. It can also be detrimental to the
development of social norms to cope with the problem of social dilemmas.

On the empirical side, enough evidence has been accumulated showing that, in
social dilemmas in particular, there is a significant proportion of individuals for whom the
purpose of action is not to achieve the maximum material gains for themselves. However,
efforts to develop formal models of social dilemmas that take into account the heterogeneous
motivations have only recently begun.

The key question in providing an alternative formal model that replaces those
based on the universal selfishness assumption is how to model heterogeneity. That is, how
to incorporate in a formal model the fact that some individuals are selfish, some are not,

and the non-selfish individuals also differ among themselves in terms of the extent to which
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they depart from a purely selfish motivation.

Well-known, quasi-game theoretic models of heterogeneous motivations do exist.
Evolutionary models of social dilemmas have examined the conditions under which agents
with reciprocity principles can prosper (Axelrod, 1981; Axelrod and Hamilton, 1981; Bendor
and Swistak, 1997). However, the standard evolutionary models do not exactly capture
the rationality of human decision making. In evolutionary models, a type is defined by
the strategy it uses. But a rational human actor with non-selfish motivation would still
exhibit varying behavior responding to material, institutional, and population conditions.
While the evolutionary models have contributed greatly in exploring the conditions for the
survival and proliferation of reciprocal behavior, a further development is necessary in which
individuals are modeled to have rational preference and make flexible decisions.

The standard game theoretic models of cooperation in the finitely repeated Pris-
oner’s Dilemma (Kreps et al., 1982; Fudenberg and Maskin, 1986) appear to provide ra-
tionale for cooperative behavior in social dilemmas. However, they provide rationality of
cooperation only for the selfish individuals, while labeling the non-selfish individuals “irra-
tional” or even “crazy.” Non-selfish motivations are marginalized in those standard game
theoretic models.

This dissertation, drawing on the recent development of behavioral game theory,
incorporated both the rationality of individuals and heterogeneity across individuals into a
coherent game theoretic model of a social dilemma. Developing the model required, first of
all, a behavioral(empirical) definition of a social dilemma that is based on the observable

factors of the action situation. Second, a behavioral framework of social dilemma has
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been developed after critically reviewing two exemplary frameworks: Vernon Smith’s MES
(microeconomic system) framework and the IAD (institutional analysis and development)
framework. The behavioral framework connects the empirical world of social dilemmas and
the deductive formal models. It also makes it explicit how, and in what sense, a formal model
provides an explanation for an empirical question and what assumptions are necessary for
the explanation to be valid.

Chapter 4 was an exercise in comparing theoretical and empirical performance
of alternative motivational models. The models of altruism and inequity aversion, which
have been considered as promising alternatives to the model of universal selfishness, were
investigated. When applied to 2 x 2 social dilemma games, each of the two models generates
a series of preference-ordering types over the four outcomes of the game, while the traditional
assumption of self-interest allows only one preference type. The model of altruism classifies
individuals into four preference-ordering types, but the possibilities of certain types are
limited by the structure of material payoffs of a game. On the other hand, the model of
inequity aversion generates only two preference-ordering types and their existence is not
limited by the structure of the material payoffs. The altruism model predicts that there are
individuals who cooperate no matter what the other individual does. The model of inequity
aversion, on the other hand, precludes unconditional cooperation and divides individuals
into two broad subsets of conditional cooperators and unconditional defectors.

When the social dilemma is framed as an incomplete information game, both the
models specify conditions for cooperative equilibrium in simultaneous and sequential 2 x 2

social dilemma games. The equilibrium analysis allows us to derive hypotheses regarding



217

the relative frequency of cooperation in the four qualitatively different information sets of
the games. The hypotheses based on the altruism model are less restrictive than those that
are based on the model of inequity aversion.

Empirical tests are conducted drawing on two sets of experimental data. In terms
of preference ordering, the model of inequity aversion accounts for a substantive proportion
of the preference types not explained by the pure selfishness model. In contrast, the altru-
ism model does not provide meaningful additional explanation for the types that are not
accounted by the inequity aversion model. In terms of the behavior in the four qualitatively
different information sets, the data strongly supports the hypotheses based on the model of
inequity aversion.

Chapter 5 has studied equilibria of the finitely repeated 2 x 2 social dilemma
game while modeling heterogeneity among individuals based on the empirical conclusions
of Chapter 4. By modeling the non-selfish individuals as well as the selfish ones as rational
decision makers, the analysis provided a direct comparison to the standard finitely repeated
Prisonser’s Dilemma model. The equilibrium analyses are conducted first, assuming that
there are only two types and second, assuming that there is a continuum of types. In both
cases, there does exist the cooperative equilibrium of the finitely repeated game whenever
there exists the stage game cooperative equilibrium.

When there does not exist the stage game cooperative equilibrium, the possibility
of cooperation in the finitely repeated game depends on the De fection point of the PD-type
players when the Assurance types use the grim trigger strategy, and there being multiple

Defection points among the PD types that facilitate the Assurance types’ use of the grim
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trigger strategy. There also exist a series of hybrid equilibria in which a transition from
mutual Defection to mutual Cooperation occurs. Though the exact replication of this
kind of equilibria in real settings is not very likely, it still provides a rational basis for
the risky investment/initiation by the players who want to escape from the trap of mutual
Defection. As was the case in the analyses of the static models in Chapter 4, the possibility
of cooperation is affected by the environment of an action situation - the material payoff
structure of a 2 x 2 social dilemma - as well as the culture of a group - distribution of types
within the population. In addition, with the existence of multiple equilibria, the problem
of coordination becomes more significant.

Chapter 6 conducted a series of empirical tests of the equilibrium analyses of
Chapter 5 using an experimental data set. The strict equilibrium plays were rare, but
each of the three broad types of the sequential equilibrium - [all Defection] equilibrium,
cooperative equilibrium, and hybrid equilibrium - appears at least once in the data. Some
subjects do cooperate to the final stage of the repeated game, and others patiently try to
invite the partner to the cooperative equilibrium.

A series of the fixed effects logit and the bivariate probit models are estimated to
test the impacts of the theoretical variables systematically. The results of the statistical
models indicate that an individual has the highest probability of cooperating when both the
individual and the partner cooperated in the immediately preceding stage. The probability
of Cooperation is shown to be significantly higher, across all the statistical models, in the
stages in which the material gains from mutual Cooperation are high.

A noticeable result of the fixed effects logit analysis is that individuals who made
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more cooperative choices in Phase 1 are not likely to match the level in Phase 2, even when
they belong to the high cooperators’ group. This result is interpreted as indicating the
importance of the coordination and partner’s type in facilitating an individual’s cooperative
behavior. The bivariate probit models confirm the general importance of the outcome of
the previous stage and the material payoff structure of the current stage in determining a
player’s choice. In addition, by comparing the estimates of the correlation coefficient across
different specifications of the bivariate probit model, we were able to see that the biggest
source of the interdependence between the two paired players’ choices is the way the game

is played in the previous stage.

Suggestions for Further Research

While this dissertation emphasized the importance of incorporating multiple moti-
vations in game theoretic models of social dilemmas, the actual theoretical analyses focused
more on developing benchmark models of social dilemmas under minimal institutional set-
tings: the basic simultaneous 2 x 2 social dilemmas. The analyses of sequential and finitely
repeated games can be viewed as extensions of the basic model to institutionally richer
settings; sequential interactions and repeated interactions are often results of a conscious
choice by individuals involved in social interactions. Recall that, unless heterogeneous mo-
tivations are incorporated, these modifications of the basic simultaneous social dilemma do
not make any difference. But as the analyses in Chapters 4 and 5 have shown, even these
very modest modifications do make meaningful differences: both the sequential and finitely

repeated play of a social dilemma enhance the possibility of cooperation.
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Given the analytical difference that the incorporation of heterogeneous motivations
makes, it is necessary to extend the mode of analysis to incorporate diverse rules and
institutions. For example, it will be interesting to see how rules that allow positive and
negative subsidies, often called reward and sanction, would affect individuals’ behavior and
the social outcomes in the presence of multiple types of individuals. Fehr and Schmidt (1999)
show that non-selfish types — those who prefer equitable distribution — may punish defectors,
even when the punishment involves costs to the punishers. Knowing this, the selfish types
may also cooperate. We have, then, a possibility for achieving mutual cooperation by
appending a punishment phase to a single stage, simultaneous social dilemma game that
does not have a cooperative equilibrium. We could also devise a finitely repeated social
dilemma without a cooperative equilibrium and incorporate punishment rules to achieve a
cooperative outcome.

Punishment or sanction, of course, is only one of the diverse institutional arrange-
ments that are available to individuals to cope with the problem of social dilemmas. Would
reward, in the form of a horizontal, positive subsidy, have the same beneficial effect? What
if sanctioning and rewarding are implemented by government? Would it still have the same
effect as when they are implemented horizontally, by individuals themselves involved in
a social dilemma? How would the ways costs of sanctioning and reward are borne affect
individuals’ behavior? Given the wide utilization of reward and sanction in public policy
as well as in self-governing institutions, more rigorous game theoretic models need to be
developed to provide institutional analyses of these methods.

Rules related to information transmission provide another important area for
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which game theoretic models with heterogeneous motivations need to be developed. The
cooperation-enhancing effect of sequential dilemma games, in comparison with simultane-
ous games, critically depends on the fact that the motivational type of a first mover is
revealed to a second mover. In general, we can safely hypothesize that rules that facilitate
transmission of information regarding players’ types to their current or potential partners in
social interactions would enhance the possibility of cooperation. But social dilemmas take
diverse forms and so are the ways in which information regarding a player’s type can be
transmitted to others. Therefore, it is necessary to address this question in a more rigorous
way to generalize the mode of information transmission that enhances cooperation and the
conditions under which information transmission becomes more effective.

Finally, when we acknowledge the existence of heterogeneous motivations across
individuals, we have to address a fundamental question: Where does motivational hetero-
geneity come from? Why are some individuals selfish and others are not? Why do some
groups have more non-selfish individuals than other groups? Evolutionary game theoretic
models (Maynard Smith, 1982; Axelrod, 1981) seem to provide ways to address these ques-
tions. But those models are limited by their biological origin in their applicability to social
dilemmas with rational human agents. The key problem of the standard evolutionary game
theoretic models is that the heterogeneity across individuals is modeled in deterministic
behavioral strategies. On the other hand, the models developed in this dissertation have
shown that individuals, regardless of their motivations, can adjust their behavior to the
subtleties of an action situation. For example, defecting in every stage is a way to model

very selfish players in the standard evolutionary game theory. But in the models devel-
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oped in this dissertation, even the purely selfish players do not always defect; they may
cooperate in a sequential social dilemma when there is a high enough probability that the
second mover is a conditional cooperator. They may also cooperate in a finitely repeated
social dilemma game. Non-cooperative game theoretic models have often been criticized
for assuming a hypher-rationality. However, compared to the deterministic strategy in the
standard evolutionary game theoretic models, the rationality of human actors captured in
the non-cooperative game theoretic models better reflect reality.

The strategic inflexibility of standard evolutionary models is especially problematic
in analyzing the evolutionary impact of alternative institutions. Suppose there is a type
of social dilemma with a minimal institutional setting, and a theorist wants to assess the
effects of two alternative institutional arrangements in coping with the social dilemma. The
theorist also wants to see the evolutionary consequences of the alternative institutions. The
problem is how to model the strategies of a type across these institutional settings. Were
we interested in animal behavior, it would be plausible to assume that the behavior of a
type remains the same.! A more realistic assumption in analyzing human behavior is that
each type of individual will respond to the institutional environment by adjusting their
strategies.

The indirect evolutionary approach, a recent trend in evolutionary game theory,
seems to be a promising way to model evolutionary processes with rational actors (Giith
and Yaari, 1992; Giith, Kliemt, and Peleg, 2000; Bohnet, Frey, and Huck, 2001). In an

indirect evolutionary model, the type of an individual is modeled in a utility function, in a

UIn fact, animals also exhibit rather sophisticated behavioral adjustment to envionmental and population
conditions. Therefore, strictly speaking, assuming an inflexible behavior is not realistic even for animals.
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similar way to that used in the models developed in this dissertation. In an evolutionary
process, the increase or decrease of a type depends not on the utility payoff but on the
material payoff the type obtains. At any given stage of an evolutionary process, therefore,
the behavior of players of different types is analyzed using the solution concepts of standard
game theory that reflect human decision-making processes better than the deterministic
strategies of standard evolutionary game theory. The indirect evolutionary approach pro-
vides a promising way to combine standard non-cooperative game theory and evolutionary

game theory.
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