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1. Introduction.

A rather recent development in economics is the formal study of how human groups
device ways of governing the coordination of actions that produce externalities without the need
of a Leviathan with perfect information and costless ways of enforcing rules, or without the need
to individualize the property rights over the resource to allow the invisible hand to coordinate
choices and results. Social Capital is one of the terms proposed by leading authors like Putnam
(1993) to explain those means (e.g. norms or rules) that groups use to govern themselves. Self-
Governance Institutions has been an alternative notion proposed by others like Ostrom (1990). Or
a synonymous, Community Governance (Bowles, 1999) which also conveys the same notion1. In
general, economic analysis is now recognizing that individuals may put in place self-governed
material and non-material incentives, which induce changes in behavior from self-oriented actions
to group-oriented ones, which may produce outcomes that are collectively Pareto superior than
those resulting from the purely selfish and short-sighted behavior of individuals. Usually these
institutional arrangements achieve the result of correcting the failures of externalities without the
intervention of an external agent or the rearrangement of property rights.

In particular, the academic debate over the best prediction about the behavior of people
that use a common-pool resource (CPR), and the recommended policy approaches to the CPR
dilemma have undergone a very interesting evolution throughout the last 3 decades of the past
century, since the emergence of at least two seminal contributions; Garret Hardin's 'Tragedy of
the Commons" (1968) and his reflections on the lack of individual property rights over resources

Interestingly, Bowles differentiates how while social capital might be understood as something
groups have, community governance would correspond to things people do.
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under joint access; and Mancur Olson's Logic of Collective Action (1965) on the difficulties for
large and homogenous groups to achieve the voluntary provision of a public good. The empirical
evidence on groups using common-pool resources, dating back for centuries, and still today
remaining inconclusive, supports in many cases and rejects in many others the different hypotheses
available today. Why in some cases groups succeed collectively in managing a resource for which
they have joint access, while in similar situations other groups drive the resource closer to
exhaustion and socially undesirable results? Why some individuals do act in these situations
according to the theoretical prediction of the homo-economicus while others do not?

The fact that these questions remain unsolved should challenge the way the problem of
commons dilemmas is taught and studied in the economics profession, and in how it transpires to
policy making debates. However, much of the teaching of this particular problem is done without
much of the new theoretical, empirical and experimental contributions that have emerged since
Hardin's tragedy prediction. Today the problem of the commons is still presented to students as a
free-rider problem where the individual rationality of those extracting the resource and the lack of
private or state ownership of the resource would drive the common-pool to yields that are socially
sub-optimal, and eventually to exhaustion. At best, some authors seem to acknowledge the
difference in rights and rules between open access and common property. Nevertheless, the
introductory level teaching ignores in most cases the possibility of the groups devising institutions
for self-management and control, or the possibility of human preferences that involve the welfare
or actions of others. Further, much of the policy textbook recipes still remain within the two
orthodox approaches of assigning individual property rights to the resource, or transferring all
property and control to the state for a socially efficient management to emerge. However, a long
and rich path has been covered by many social and natural scientists that explore the factors that
drive human behavior when facing a CPR dilemma.

This paper wants to respond to this concern in two ways. One, by providing in sections 2
and 3 elements from recent advances in the analysis of CPRs that could be easily introduced into
the teaching and policy design regarding the social dilemmas arising from the use of commons. In
particular, it will call the attention to the lack of importance given to community governance
solutions and the focusing on the state and the market solutions, at least in the teaching and policy
design arenas. The second contribution to the concern is through a set of results (Section 4) from
field experiments conducted in actual CPR settings in rural locations; the results provide empirical
evidence of some of the new developments in the literature and question much of the conventional
views about these dilemmas.

Further, the methodological approach of applying experimental economics in the field and
in the classroom might bring to the economics profession some lessons and challenges about
participatory research and teaching techniques where the participants (villagers or students)
become active part of the analysis and not mere subjects that produce data, as usually seen in the
conventional literature.
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2. Literature Evolution: Making the Commons less Tragic, More Complex.

Several steps forward have improved the way human decision making is studied and
taught in economics for these last decades. These developments can easily introduced into the
teaching and policy discussion of the commons dilemma, and as it will be shown, many outcomes
divergent from the tragedy of the commons can be predicted depending on the institutional setting
assumed.

First, it was soon acknowledged after Hardin's arguments that a clear differentiation
should be made between open access and common property (Bromley and Cernea, 1989), and
that the so called tragedy was more likely to occur in the conditions of the former. The debate
also advanced by clarifying that the specific characteristics of the assumed production function for
the benefits from the use of the common-pool resource would determine how distant would be a
socially optimal solution and that resulting from the assumptions that individuals acted in their
own interest and without considering the externalities imposed on other users. In particular,
Cornes and Sandier (1983) showed that if one considers the strategic behavior of individuals and
the possibility of they making assumptions about the behavior of others, the Nash game-
theoretical equilibrium would not correspond to the original open access point where average
product is equal to average cost of extraction, and only when the number of users approached
large numbers, such points would coincide. Sandier (1992) later formalized much of Olson's logic
through more specific models and explored further the original propositions on group size and
group composition, finding in general that they hold under certain circumstances or assumptions,
again, related to the assumed production function. Another major step forward in the literature
could be represented by Ostrom's "Governing the Commons" (1990) where existing theories and
her vast field work evidence, converged into a set of design principles that seem to explain the
conditions under which many groups had been successful in managing a natural resource
collectively.

By the early 1990s the use of experiments in economic analysis had reached a certain
maturity that allowed several researchers to study the behavior of people under different group
externality situations. Several experimental studies on voluntary public goods provision and on
common-pool resources expanded the evidence on how complex individual behavior is when
facing such group dilemmas. Ledyard (1995) surveyed much of the experimental work on public
goods and described a set of weak and strong factors that seem consistent in explaining why
humans do not behave as the predicted by the Nash game-theoretical equilibrium, and when they
do. However, the difference in the structure of incentives between a pure public good and a
common-pool resource problem should keep any extrapolation between the two experimental
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results from happening2. Regarding the experimental evidence on common-pool resources
problems, Ostrom, Gardner and Walker (1994) offer a seminal work by setting a whole new area
of research using experimental techniques to study the institutional factors that may induce
cooperative behaviors by individuals in groups facing CPR dilemmas. Their basic model of
analysis and experimental design initiated a wide set of variations about the institutions and policy
devices to use to improve the social efficiency in CPR provision. From endogenous to exogenous
mechanisms, from monetary to no-monetary incentives, several works have emerged since, to
create the conditions when groups self-manage effectively a CPR.

An important lesson that emerges from much of these works is that neither the game-
theoretical prediction is very accurate in explaining the empirical evidence from the field or the
lab, nor all decentralized (self-governing) mechanisms and institutions guarantee a socially
efficient use of the commons. Many equilibria can occur as a result of interactions of institutional
factors and incentives intervening in the individual's decision to extract or conserve the resource.
Further, both the public goods and the CPR experimental evidence show a wide variation within
groups and across them that cannot be explained by variables controlled in the laboratory or the
equilibria predicted by the theory. One plausible explanation is the existence of more than one
type of rational agents in a group. Ostrom (2000) uses an evolutionary model where there are two
types, rational egoists and conditional cooperators, who interact, and depending on the fraction of
each on a population, the resulting equilibrium in a collective action situation. The use of
evolutionary arguments in the explanation of multiple equilibria is growing fast within the
economics literature (Bowles, forthcoming) and it could provide a richer set of modeling
techniques for the study of CPR dilemmas.

On the other hand, the two major propositions by Olson, that large groups and that
homogenous groups would be less likely to achieve a collective action to sustain the provision of
benefits from the public good, are often challenged and cannot be generalized, for reasons
pertaining to the assumptions in the production function, and in the individuals rationality model.

Finally, there are the more recent introduction in economics of the problems that arise
from transaction costs, asymmetric information, monitoring costs, and costs of enforcing
contracts. Such developments have reshaped the study of environmental economics and policy
(Lewis, 1996; Spulber, 1988; Segerson, 1988; Dasgupta, Hammond and Maskin, 1980), but are
still absent in the analysis of its implications to the problem of CPRs and the natural resource
models in the most part.

Therefore, we have seen a long and enriching evolution in economics thinking that
although has partially transpired to the environmental economics literature, it has not translated

2 What I mean here is that although excludability might be shared by both public goods and CPRs,
subtractibility or rivalry differ between the two. One unit of resource extracted is not available anymore to anyone
in the group while one unit of the pure public good produced and consumed is still available for others to benefit
from.
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into the teaching and policy design of the commons problem which remains within the basic
prediction of the tragedy of the open access resources, and within the policy choices between the
market solutions such as transferable quotas and assignment of property rights, or the state
solutions such as command and control (technology, quotas) or economic incentives (taxes and
subsidies).

Hopefully the discussion that follows and the empirical results from a set of experiments
conducted in the field in Colombia can provide some basis for enriching the way we teach and
study the problem of joint use of ecosystems in environmental and development economics.

3. Economic building blocks to study the problem of the local commons.

By starting with the simplest CPR problem I will review the steps that the literature has
made towards a more complex and complete analysis of the commons dilemma. Such review will
provide the basis for comparing the results to be presented from the field experiments and that
gave rise to the reflections on this essay.

Imagine a stock of a renewable resource (a fishery, forest, or a water reservoir) that is
used by the members of a community. The extracted resource (fish, firewood or water) may be
either consumed or sold in the market. For simplicity let us assume that the unit value is the same
for both possible uses, and equal
to $1. The basic commons
problem is derived from a total
(aggregate) yield function Y,
which depends on the aggregate
level of effort e by the community
to extract the resource, Y=F(e).
Given the biological growth and
regeneration of this renewable
resource, this functions is usually
concave, and can take, for
instance, the quadratic form: Y =
ae - be2, that is, as aggregate
effort increases the marginal yield
or catch decreases, and eventually
Y may decrease if the extraction
effort is excessive enough that it
harms the biological productivity



of the ecosystem3.

If we assume that aggregate total cost of extraction is a linear function of the effort, where
p is the unit cost of extraction, then TC = pn. Graphically we can express the model as in Figure
1. The preservation or exhaustion of an ecosystem depends ultimately on the level of pressure that
the group of users impose through extraction of matter and energy from such an ecosystem in the
form of fuel wood, fodder, food, fiber, and water. Such pressure is a direct function of the
aggregate effort (e) that the users devote to extracting these goods and services. The economic
problem arises from the opposite effects of using the commons. Too low a level of extraction will
guarantee its ecological conservation, but diminish the benefits for the community. Too much
extraction will serve the community, but in the long run it will cause its exhaustion and eventual
collapse, including damage to biological diversity. The most important economic question then is
finding the optimal level of aggregate effort such that it preserves the commons' renewability and
maximizes its net economic benefits to the users.



= (a-p)/b (level of effort under open access). Such a solution, (oa) in the graph, occurs when the
aggregate average product is equal to the aggregate average cost. Clearly the tragedy of the open
access resources emerges from several facts. First, at this point there are no rents because of the
over-extraction by the users. Also, the effort of extraction is excessive, usually beyond the
maximum sustainable yield of the resource stock, and will affect in the long run the renewability
of the resource.

Nash non-cooperative solution: Through the introduction of a game-theoretical
framework, Cornes and Sandier (1983) challenged the open access equilibrium by including the
possibility of strategic behavior by the community members, i.e. where agents have conjectures
about the behavior of the rest of the commons users. In their model, the users are conscious of
how an over-extraction of the resource leads to a decrease in the resource, and they allow agents
to take that into account. Their results showed that the level of extraction of the resource will
depend on such conjectures and the technology assumed4.



only vary in the level of net aggregate benefits, but also on the level of effort and therefore
pressure on the ecosystems.

Notice however that these solutions have an element in common. They are result of an
economic analysis where individuals care only for their own interest, i.e. they involve only self-
regarding preferences. I will now introduce social and economic institutions in the problem in
order to consider the possibility of different equilibria where other group effects are in play that
may induce cooperative behavior by the local commons users.

b. The commons problem as a Prisoners' Dilemma (Game 1)

Why does the Nash result lies in a socially sub-optimal level of aggregate extraction? The
individual behavior of the local commons users, up to this point, has considered the balance of the
benefits and costs of using the commons, and later it considered the conjectures about the
behavior of the other users. This situation can yield for a two-person group a type of prisoners'
dilemma (PD) game where the players rationally decide to choose a strategy that yields a Pareto
sub-optimal solution, although the game allows for a Pareto superior outcome, if they chose a
different strategy. Let us consider the following payoff matrix as an example. Each player or
household has to decide between two levels of individual effort (e, or e+1). Higher levels of effort
yield individual benefits for the users, but after a certain point too much aggregate effort brings
the local commons' productivity down5.



induce the two households to decide individually to choose e as the level of optimal effort and
therefore increase the aggregate level of benefits while reducing the pressure on the ecosystem?

c. The commons problem when institutions are introduced.

As we have seen, the equilibrium solution to the problem lies within a range of possible
aggregate efforts between the unrealistic but theoretically useful benchmarks eopt and eoa. In order
to correct PD game-type situations, society has tried different governance mechanisms to generate
Pareto superior outcomes. These institutions can be grouped into state, market and community
mechanisms. Based on the model, one could say that the role of institutions in this setting is to
shift the level of aggregate effort to the left or right by inducing different responses by the
community members. In other words, institutions change the rules of the game, which include
changing the possible strategies, the payoffs, or the entire game. I will examine some of the
possible mechanisms related to the questions and objectives of this essay.

i. The private solution and the property rights approach (Hardin and Coase)

We have already presented the private solution with the (opt) point in Figure 2, and the
optimal aggregate level of effort eopt. This is basically the property rights school proposal which
encompasses the assignment of all residual claimancy to one decision maker. For this solution to
be implemented, one agent receives all property rights over the resource and all other potential
users are excluded from using or having access to the resource. Undertaking such solution to the
problem of the local commons and the biodiversity problem is, however, undesirable and
unfeasible. The regressive distributional impact could be considerable when restraining entire
communities from benefitting from these resources, even if compensated for the reassigning of
property rights. Welfare efficiency losses might also be involved. Weitzman's (1974) seminal
article showed that the introduction of individual private property rights might be
counterproductive when compared to traditional common property access.

But more critical is the infeasibility of such an approach. For ecological reasons the
benefits from these ecosystems cannot be divided and assigned entirely to the residual claimant,
and totally exclude the rest. The extreme case is the non-use or existence values from the
preservation of endangered species which are non-excludable. Secondly, the transaction costs
involved in excluding others from using or benefitting from these benefits can be so high that an
individual property rights system may be costlier than a communal access system.

ii. The State solution

Given the coordination failures, a common solution would be the intervention of the
government in the game. Basically, the regulator could punish the over-extraction with a tax, or
compensate those who refrain from doing so with a subsidy. We illustrate below, building on our
simple game.
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(1) Game 2: A central authority with perfect information (Ostrom,
1990)

In this game the regulator imposes a tax of $3 on those who decide to select (e+1) as the
effort strategy. We assume that the regulator has all the information on the effort level by each of
the families under costless monitoring. Our payoff matrix is transformed then in:

In this case the tax on non-conservation shifts the Nash solution from [(e+1), (e+1)] to
[e,e], which generates both superior aggregate and individual net benefits (a Pareto-superior
solution), as well as reducing the pressure over the ecosystem. Nevertheless, this game presents
some problems. The main one is having assumed that the central authority is able to monitor, with
no social costs, the group of commons users and be able to distinguish the effort level selected by
each. We have been arguing all along that severe information asymmetries may be present in the
contexts of these agrarian economies with weak governments. If the monitoring and enforcement
costs are large enough, the additional transaction costs of such a solution may not be
compensated by the gains from the new Nash solution.

(2) Game 3: A central authority with imperfect information (Ostrom,
1990)

We now design a new game where the regulator can monitor with some probability of
being wrong, that is, a probability of taxing families who are complying, and not taxing those who
over-extract6. Maintaining the same $3 tax on those who select (e+1), let us introduce y as the
probability of the authority taxing those who in fact chose (e+1) (defectors); that is, the regulator
will not tax those who complied with probability (1-y). Analogously, assume a probability x that
the regulator taxes incorrectly those who in fact complied by selecting (e). The general form of
the transformed payoffs matrix becomes:

6 We can think of a situation in which a government applies a Pigouvian tax to a sub-group of society or
sub-sector of the economy for an externality. Logically one can expect that within such a taxed sub-group there
might be a fraction who should not have paid such tax because they actually did not contribute to the externality.
Since the regulator cannot study each individual case unless large transaction costs are assumed, it could be
socially more efficient to assume the social costs of such asymmetric information.
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The final thought on this game 3 is to what extent the regulatory agencies can with
accuracy and minimum transaction (monitoring and enforcement) costs correctly identify the
levels of effort and use of commons in order to apply a tax, or its equivalent the subsidy, in order
to induce a change in the individual behavior. Unfortunately the governments when dealing with
these situations face not two but hundreds, thousands or hundreds of thousands (depending on the
government level) of economic agents involved in local commons dilemmas.

The regulator's probability of correctly applying the incentive discussed depends on at
least two antagonistic forces. Lower levels of government have in their jurisdictions smaller
groups to monitor, and eventually can take advantage of self-monitoring mechanisms that will be
discussed later. Higher levels of government can benefit from economies of scale in monitoring
techniques of control not available to smaller regulators. In the control of forest clearing, for
instance, a local government may have better (more frequent) direct field contact with those
clearing forests for logging and firewood extraction, and may have better information on their
production cost functions. However, national governments can on the other hand make use of
remote sensing technologies (GIS) for monitoring at a larger scale the areas being cleared. An
additional question emerges regarding which type or level of government is more likely to enforce
the tax.

iii. Cooperation and the Community Solution (Game 4)

Another type of decentralization has been suggested in the literature as a possible solution
to the commons dilemma —decentralized self-governing institutions providing the norms or rules
for inducing the level of effort in the community members, without the need for an outside
regulatory agency. In this community solution, the individual preferences and decision making
involve elements associated with the group effect that is derived from the externalities inherent in
the commons problem. Whether because the individual's utility function directly involves variables
associated with the welfare of the rest of the group, or because the utility function includes
variables of rewards and punishments by the group to the behavior that affects the entire
community, the economic analysis changes dramatically from the original Nash non-cooperative
behavior discussed so far. Ostrom (1990) approaches the problem of decentralized solution by
adding a cost for the members to achieve an agreement. The treatment we will develop here will
be based on a repeated game in which reciprocity and learning induce the community members to
assume a conservationist strategy rather than free-riding on the commons because of the mutual
benefits over time. The argument is based on Axelrod's (1984) discussion of cooperation, the
"nice-tit-for-tat" strategy and further developments on reciprocity, retaliation and cooperative
behavior (Fehr and Tyran, 1996; Fehr and Gachter, 1998; Bowles and Gintis, 1997, Ostrom,
1998). Fehr and Tyran (1996) provide strong and extensive experimental evidence on how many
of social relations within individuals are based on reciprocal fairness. Altruism, on the other hand,
has increasingly been recognized in the literature (Andreoni, 1995) as an important component of
individuals' preferences.

Furthermore, empirical evidence from large case studies and statistical support are
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emerging to demonstrate that members of communities, rural or urban, are willing to cooperate
in the provision of local public goods. Wade's (1988) village republics in India, Putnam's (1993)
social capital analysis in different regions in Italy, and more recently the study by Sampson et.al.
(1997) on the violence in urban neighborhoods in Chicago, which analyzed the levels of
involvement by neighborhood members in intervening at different situations which threatened the
local public safety. What the latter study showed is that community members were willing to
cooperate in the provision of such an important local public good, safety, by directly intervening
in the problem.

Our next Game 4 models this phenomenon by transforming our initial game 1 into a
repeated game adding reality to the situations faced by the rural communities managing local
commons, where economic relations among the community members are repeated over time. The
net benefits are then discounted at a social rate, r, and added in order to analyze the different
possible strategies that the players can play. In order to introduce the "community" effect in the
model, a probability, p, of repeating the relation with the same household in the future is added.
When considering the general form of the PD game (See footnote above), one can estimate the
present values of different strategies. Let us consider two simple strategies. One, the previously
mentioned "nice-tit-for-tat" (TT) (Axelrod, 1984) where the player starts cooperating and from
then on repeats whatever the player did the last time. The second strategy chosen, for purposes of
contrast, could be an unconditional defector (DD) who defects on all rounds. Recall that in the
one shot PD game, defection is the Nash strategy, and it brings the highest payoffs to the defector
when the other player cooperates. The strategies in our model will no longer be e, and (e+1), but
a series of combinations of these over time. Evaluating, for instance, the net present values of TT,
when facing another TT, the player starts cooperating, i.e. choosing e, and faces the same TT the
next time with probability p, yielding7



In order to evaluate the Nash solution to this game, let us assign the same payoffs for the
past games (A=12, B=10, C=5, D=3). For the discount rate, we will use a value of r=5%
compatible with the environmental discussions. And finally, a first value of p=0.1, that is a 10%
chance of meeting the same household in the future, to start our discussion of the "community"
effect on retaliation and reciprocity as mechanisms of self-correcting the failures from the PD
games. Such values yield the following payoff matrix:



cooperation, i.e. maintaining the individual effort on e and reciprocating to the actions of the other
household. Secondly, the difference between the payoffs has increased enough that households
would clearly distinguish between the two Nash equilibria and would be more likely to choose TT
as the preferred strategy.

The literature about cooperative behavior in the use of common property resources is
large and diverse. Earlier works like Field (1985, 1989) explore the transaction costs involved in
operating a system of communal plots of land by comparing the costs of excluding non-users from
accessing the commons with the costs of transactions among the users of each common. As the
number of commons increases, the exclusion costs increase, but the costs of transactions are
reduced since each commons involves fewer individuals. Later on, Ostrom, Walker and Gardner
(1994) compiled several years of empirical and experimental work on common pool resources
providing some suggestive conclusions about the conditions under which groups will be able to
self-regulate in the use of a common-pool without over harvesting it. Among the most relevant
results from this work is the enhanced role of communication among group members prior to the
individual decisions, and a rejection of the 'cheap talk' assumption8 (Ostrom, 1998).
"Exchanging mutual commitment, increasing trust, creating and re-enforcing norms, and
developing a group identity appear to be the most important processes that make communication
efficacious". As I will later show, the field experiments we conducted do confirm these
arguments in favor of community governance solutions to CPR dilemmas.

Other forms identified in these studies as explanatory of the capabilities of common-pool
self-governed by groups are the innovation in the creation of a variety of norms and rules, and the
use of resources for monitoring, punishing and rewarding individual behavior. Reciprocity norms,
which appear to be central from the experimental evidence worldwide, are strong factors in
determining the behavior of group members when facing a collective action dilemma. In a recent
work, Moir (1997) has taken from Ostrom, Gardner and Walker (1994) and expanded into the
issue of monitoring and sanctioning in common-pool resources. Within the same common-pool
model, he compares the baseline model where no communication is allowed and a typical
commons problem exists, with two alternatives: one, that group members may monitor the
behavior of the others, and another, where members can sanction the non-optimal behavior of
others. The main results suggest that monitoring alone may not help correct the coordination
failure by reducing the aggregate level of extraction from the common-pool or by increasing the
efficiency gains, but sanctioning involving the actual enforcement of rules is in fact effective in
controlling extraction levels and increasing efficiency.

iv. Group Heterogeneity: Inequality and Asymmetries in the Commons.

Regarding the effect of inequality in the commons problem, the most important start point



is Olson's (1965) Logic of Collective Action. In Olson's explanation, in a privileged group the
wealthier members who have comparatively more interests in the public goods from cooperation,
will contribute more to its provision, and the less privileged will then be able to benefit from such
cooperation by free-riding. However, there are contrasting views suggesting that asset inequality
could diminish, rather than enhance, the provision of the public good by the individual
contributions of the members of the group (Dayton-Johnson and Bardhan, 1996; Baland and
Platteau, 1997; Bardhan, Bowles and Gintis, 1997). Their response to the Olsonian prescription is
that the net effect of the privileged group in the final local commons outcome depends on several
other factors, and that it may not necessarily be positive. Dayton-Johnson and Bardhan, for
instance, raise the possibility that rich members may exit the group attempting to provide the
public good rather than cooperate or free-ride on the provision by others. Baland and Platteau, on
the other hand, argue that although the wealthier users may indeed have a greater incentive to
cooperate, other issues involved in the problem may affect the net result.

Bowles and Gintis (1996), and Bardhan, Bowles and Gintis (1997) argue that asset
inequality undermines efficiency-enhancement possibilities because of the asymmetries and the
costly enforceability of the contracts between the agents sharing the externality —being in this case
a public good ecological externality among the local commons users. Furthermore, and as in the
case of Dayton-Johnson and Bardhan, these works claim that different types of inequalities (e.g.
assets, exit options, power to enforce, fallback position) generate different effects on the
equilibrium result, and therefore different types of redistribution will be more effective than others
in the social outcome —in this case the achievement or failure on preserving the local commons
resources9.

Baland and Platteau (1997) suggest a model to explain the collective action problem that a
group of farmers may face when dealing with soil erosion control practices (e.g. antierosive
barriers10). Typically, an isolated contribution by investing in a barrier in his own farm will not
contribute to increasing the state of the local commons (soil quality), unless a sufficiently large
number of farmers in the village undertake such investment. Their results show that different Nash
equilibria emerge depending on several assumptions in the model. A first result shows that the
individual's incentive to invest in the local commons is an increasing function of the number of
cooperators in the village. On the possible equilibria resulting from the model there is the tragedy
of the commons outcome where non-cooperation is a Nash equilibrium, yielding a Pareto inferior
result although the collective result of cooperation is Pareto superior as in any PD game.

9 The rural inequality and poverty questions are then somehow related. In a methodologically interesting
paper Reardon and Vosti (1995) argue that there are several types or components of asset poverty in rural
contexts, and each of them may have a different relation with possible environmental outcomes. Rural poverty
could be in terms of natural resources assets, human resources poverty, on-farm, and off-farm assets (physical and
financial).

10 Other types of local commons are mentioned in their paper such as watershed management, wind
erosion control, water erosion control, fishery management, forestry management, and weed and pest control
management. All of these involve a typical collective action dilemma situation at the village level.
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However, the opposite extreme of the spectrum shows that when the individual investment cost is
low enough, or the expected benefits from such cooperation are large enough for the smallest of
the farmers, there will be sufficient incentives for individual (noncooperative) cooperation and
therefore individual and collective efficient outcomes result from all individuals building the
erosion control barriers. The possible outcomes in between these extremes, coordination failures
as they label them, will present different equilibria situations with respect to the incentives
required for individuals to cooperate depending on several factors modeled. Of particular interest
for our discussion is the case where non-identical agents interact in the village. Their model shows
that the net effect of land inequality in the incentives for landowners to invest will be the result of
two effects working on opposite directions. The large landowners will have an extra incentive in
conservation measures given their larger stake in the village local commons. However, such
inequality also reduces the incentives by the smaller landholders who see their incentives to
cooperate reduced. The result is inconclusive, and so they argue that policy interventions in the
agrarian structure would not have a definite effect on the incentives for village members to
contribute to the conservation of local commons.

v. New emerging elements on the local commons dilemma.

Throughout this literature we can extract a set of important results that provide a richer
view of the problem of the CPRs:

(1) There are important transaction costs that reduce the possibilities of
first-best solutions to the commons problem through the private
and state alternatives.

(2) The structural constraints to the local users (or best next
alternatives) have a direct influence in the individual decision
making of preserving or exploiting the natural resources contained
in the local commons, with direct effects on the aggregate provision
of ecological goods and services to the entire community and the
outsiders.

(3) Self-governing institutions based on reciprocal fairness and/or
altruistic preferences in the community members may emerge and
induce solutions to the local commons problem that do not require
external intervention or reallocation and individualization of
property rights.

(4) The structure of the games within the community may change
through the intervention of the outsiders, but the net effect on effort
and net benefits is inconclusive.
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(5) Inequality may reduce the possibilities of correcting the
coordination failures arising from the commons dilemmas when
asymmetric information and power are present either within the
community or between the outsiders and the local users.

4. Testing new theories: Bringing the experimental lab to the field.

Much of the emerging results from institutional analysis and the introduction of problems
of transaction costs, and incomplete information have been tested through economic experiments
with important results that are challenging the neoclassical paradigm of a costlessly running
economy of pure private goods and no externalities (Kagel and Roth, 1995). While experiments
have been very helpful to confirm with evidence the power of markets in solving the problem of
allocation and exchange in perfectly competitive systems, they have also been very powerful in
showing that individuals would not behave as the homo-economicus model predicts in situations
where there are external effects among agents. The special cases of public goods and common-
pool resource dilemmas are examples where experiments have provided a very rich of results on
the role that institutions have in inducing behavior away or towards Pareto superior outcomes
(Ledyard, 1995).

We brought an experimental economics design of a common-pool resource dilemma to the
field and invited around 200 actual CPR users to participate in a set of economic exercises to test
some of the new developments in the literature in a setting where the experiment decision makers
are more familiar to the theoretical questions. The results, we believe, can enrich the development
of the literature in local commons, the methodological literature on using experiments and the
implications for teaching and designing policies aimed at solving the CPR dilemmas.

The details of the experimental results that follow can be consulted in several sources
(Cardenas, 2000,1999; Cardenas, Stranlund and Willis, 2000) and I will only present here a
review of the relevant results to the discussion. In particular, I would like to present how
different institutions affected the outcomes in terms of the social efficiency achieved by each,
and how these compare to the different theories discussed above.

a. An economic experiment in the field.

We designed a CPR experiment and brought it to the field in the summer of 1998 to three
villages in Colombia to learn from the behavior of actual users of common-pool resources.
Through a simple decision-making exercise in which eight participants in each group make
repeated economic decisions that have salient economic incentives (in kind and cash) and with
the kind of externalities discussed above. The average earnings, about two minimum wage days
of work, at the end of the sessions compensated for their time participating in the experiment and
in a community workshop held at the end in each village.
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In brief, during the experiment each participant had to decide in each round the number
of months (from 0 to 8) that she would allocate to extract resources from a jointly used forest.
The net earnings from such decision, which she could view in a payoff table, were increasing in
her individual allocation, but decreasing in the total group's allocation, giving rise to the group
CPR dilemma. To complete the earnings structure, any month not allocated to extract from the
forest would yield a constant marginal private return equal to all players. We chose the
parameters of the payoffs structure such that if every player choose 1 month in the forest, for a
total of 8, they would achieve the social optimum solution where group earnings would be
maximized. And if each player chose 6 months, they would find themselves in the Nash sub-
optimal equilibrium. The participants in all cases had to make a series of decisions (rounds)
under no possibility of interaction among themselves, and then depending of the sample, they
would face a different institution either face-to-face communication among the players, or an
external regulator that would enforce a certain social norm aimed at improving social efficiency.
Also we introduced for some cases a payoff structure to emulate the case of asymmetric
incentives where two of the players had a much better opportunity cost of time not allocated
extracting the forest, while the other six a much worse than the baseline symmetric case.

The payoffs structure described creates a curve of social efficiency like the shown in
Figure 3 where we show the group efficiency11 as a function of group effort. This situation is very
similar to the case of most CPR
situations where the social
optimum is achieved at an
interior solution after which
group efficiency decreases with
aggregate effort extracting the
commons. Notice the two
benchmarks described earner,
the social optimal solution
when each player chooses 1
month (i.e. 8 months group
total) and social efficiency is at
100%, and the Nash solution
where each player chooses 6
months (i.e. 48 months group
total) where efficiency for the
group is only at 24%.

As said before, all
groups participated in a first
stage (Non cooperative game) where for several rounds they had to make the individual choice



without any possibility of communication or coordination of actions with others in their group.
The only publicly known information they had at each round was the total group's months in the
forest which determined along with their individual decision the earnings for that round.

For ten of these groups in the second stage we introduced a new rule where they could
have a five minutes conversation before each round decision. Such conversation would be free but
would not permit any threat or promise of transferring earnings after the session. They would
make choices for another set of around 9-10 rounds under this new treatment.

Two observations begin our discussion of the behavior of people when facing these kinds
of dilemmas. First, as shown by the point "End Non Cooperative game" in Figure 3, under no
institution for coordinating actions, still individuals do not make choices according to the Nash
prediction. At the end of the first stage (last three rounds) the ten groups participating where
allocating in average around 34 months in the forest, for a group efficiency of little less than 60%.
Therefore, the symmetric Nash prediction does not prove useful in this case for predicting the
behavior of individuals under a setting of private and non coordinated choices like the one existing
in the first stage.

The second observation which confirms a now wide and consistent pattern of results in the
experimental evidence, face-to-face communication proves to be a powerful mechanism for
inducing more cooperative behavior. The results reject in general the "cheap talk" argument that
when agents make promises with no enforceable consequences, such promises remain as such and
moves towards cooperative choices do not happen. Our results showed that in average the ten
groups improved social efficiency by about 10% thanks to the communication. Although the
result may seem small, it should be noted that this is the resulting social efficiency at the end of
stage 2, and that during some rounds the average was above that. Secondly, and maybe more
important, some of the groups achieved levels of almost maximum social efficiency, while others
achieved almost no improvement despite all groups facing the exact same incentives and
laboratory environment and rules. This point will be discussed next.

b. Who are you playing with matters.

The wide variation of behavior and outcomes across and within the 10 groups is very
much consistent with the rest of evidence in the literature (Ostrom, Gardner and Walker, 1994). It
can not be explained through the lab institutions and environment since they are all the same in all
groups. It might be explained by the individual data and the specific conditions in each round in
terms of ho, for instance, reciprocity and learning effects determined choices in one round as a
function of choices in previous rounds. But also, the time allowed for the discussion allowed each
group in particular, and each individual, to construct a new image of the game, that is a new set of
internal payoffs now in terms of utility and not necessarily of monetary values. Guilt, respect,
spite, could all be now affecting the choice after a few minutes of debate over what should be a
better choice to make in the next round. Given the non-observability of such values, we wondered
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if certain variables about the
demographic, economic and social
characteristics of the players and the
others in their group might explain such
variable behavior. Indeed it did -at least
statistically- in several ways. One of
them, group composition, seem to
determine how effective the
communication could be to improve
cooperation and social efficiency. We
estimated the material wealth in terms
of land, livestock and equipment) of
each player and estimated also some
indicators of wealth inequality for each
group. The results of the implications
are discussed in detail in Cardenas
(2000a) but the following graph (Figure
5) can describe one of the main points. Of the 10 groups we separated the 3 more and the 3 least
homogenous in terms of the standard deviation of individual wealth for the 8 participants in the
group. While the least homogenous barely improved efficiency through communication, around
3% gain, the three more homogenous or equal groups achieved levels of 85-90% at the end of the
communication rounds. In a similar fashion, Alesina and La Ferrara (1999) showed from a
General Social Survey (1974-94) sample from U.S. citizens that the participation in social
activities decreased with more unequal and more racially or ethnically heterogenous groups.

Further, in Cardenas (2000b) it is shown econometrically that at the individual level,
players chose during the second stage lower levels of months in the forest if the difference
between their wealth and the average of the wealth of the other seven players was smaller, other
things held constant. Also, those players whose real life income was less dependant on private
assets like land, and more dependent on the use of a commons behaved in the lab more
cooperatively. Interestingly no statistical significance was found on possible explanatory relations
between lab behavior and demographic variables like age, education, or gender at individual or
group levels.

c. Asymmetric payoffs: Different exit options.

The results above showed how voice and loyalty within the group improved outcomes
through communication and through self-governed ways, and that besides the pure material
incentives, who is in your group along with your own experience in similar dilemmas determine
your choices. Your exit options should also affect the choices, and in fact this is how much of the
theoretical literature has dealt with the problem of inequality. Asymmetric payoffs create different
incentives to contribute to the public good or refrain from doing so. Olson's argument of the
privileged group goes along these lines, that if a privileged member of the group individually
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benefits from providing the public
good, she might provide it despite the
free-riding of the others in the group.
That is, if the marginal returns from
contributing to the collective action
are higher for some, they are more
likely to cooperate12. However there
is another side to this problem. It
might be the case that the marginal
return from not contributing is also
asymmetric, that is, that the
opportunity cost of allocating effort
into the private next best alternative is
different for some in the group. In
other words, that some may depend
more on the commons because their
marginal return on their private
alternative is much lower due to
wealth effects. We introduced such case into our field experiments in five new groups of eight
people by assigning different payoff tables to the eight participants in the following way: Two of
them, randomly chosen, would receive payoff tables (H) that included a much higher marginal
return on months not allocated to the forest, while six of them would receive tables (L) that
would get tables where the earnings included much lower marginal returns on the months not
allocated in the forest. The Nash theoretical equilibrium for this game would predict that those
players with the L tables should allocate their entire eight months in the forest, and therefore those
with H tables should not use the forest (i.e. choose zero months) since their best alternative is
much better at such point. These asymmetric (HL) groups went through the same two stages as
the symmetric baseline groups (S), that is, stage 1 where no communication is allowed, and stage
2 where five minutes of group discussion was allowed before each round decision.

Once again the experimental results would not confirm any of this behavior and provided
another interesting sets of results described in detail in Cardenas et.al. (2000) and summarized in
the following graph (Figure 5). Notice that the social optimal and Nash benchmarks are quite
comparable for the two types of games, mainly because the group average marginal return on the
private alternative was the same for both treatments, and the marginal returns from the forest was
equal for all group members.

The first observation results from comparing the end of the Non cooperative game (end of
stage 1) for the two types of payoffs structures. By the end of stage 1 we already noticed a
difference that at first glance would confirm Olson's proposition that heterogeneity increases



collective action. Drove by the payoffs incentives we could conclude that the asymmetric groups
achieved higher levels of efficiency (around 72% for HL groups vs 60% for S groups). However,
these outcomes did not result from the privileged group argument, but from a rather opposite
effect. The six players that had the L tables by the end of the stage 1 deviated further from the
expected Nash behavior and towards more cooperative behavior, and this happened without any
institution or coordination among themselves. Clearly from the tables one could observe that at
the levels of high extraction predicted by the Nash equilibria, earnings were quite low and any
reduction in individual choices would bring improvements to the group and to each individual.

The introduction of communication in stage 2 then reinforced this process. The
discussions called for reducing the individual months in the forests, but it was only the L players
who showed statistically significant changes towards even more cooperative behavior while the
two H players remained within the same individual levels they were choosing before
communication. This combination of factors induced a group increase in earnings and therefore in
social efficiency as shown in Figure 5. Chan et.al. (1996) have shown similar results from a pure
public goods experiment, but direct comparisons must be made carefully because the CPR and
public goods incentives are different in nature. Nevertheless, they found that when they
introduced asymmetric income distributions within groups, aggregate contributions increased but
because of a comparatively higher contributions by those endowed with higher income levels.

i. The Role of the State: Crowding-out of Group Oriented Behavior13

In another set of experiments we changes the rules of the game for the second stage while
maintaining the same conditions for stage one as the baseline groups, i.e. the new five groups still
faced the incentives of the baseline treatment with the symmetric tables that the 10 groups under
communication had. Therefore, we still have the same benchmarks for the social optimal and the
Nash symmetric equilibria to compare the actual behavior to. For the second stage, however, we
introduced the role of a social planner with capabilities of enforcing a rule, but with imperfect
information. At the end of the first stage we announced to the participants that an external
regulator had realized that by each player choosing one month, the group could achieve the social
optimum solution, and that in order to enforce such rule the regulator (i.e. the monitor) would
choose randomly with a probability of 1/16 a player for inspecting and applying a penalty in case
the player was not in compliance with the rule. Such penalty of Pesos $100 for each month in
excess of the rule, would be of about 15% of the earnings had the entire group complied. Given
the expected cost of the penalty the game-theoretical prediction would expect the regulation to
improve the social efficiency of the Nash equilibrium from a level of 24% to a 42% level.

These benchmarks and results are summarized in Figure 6. Given that these new five
groups did not face any difference in incentives for stage 1 than the original ten groups, at the end
of the first stage they all achieved -as expected- the same social efficiency of about 60% at a



group extraction effort of 35
months. Once the new regulation
rule is established for stage 2, an
interesting phenomena occurs. The
immediate reaction of most players
is to comply with the rule (Beg-
REG-S in Figure 6) by reducing
their months in the forest and
yielding average levels of efficiency
of more than 80%. But right after
that first round under the regulation,
several players begin to increase
their months in the forest driving
efficiency down at rapid rates due to
negative reciprocity effects on the
rest of the group. By the third round
with regulation they were already at
the same efficiency levels than at
stage 1. Efficiency continued decreasing down to the point described as End-REG-S for the last 3
rounds of stage 2. Clearly the regulation did not achieve much improvements, and if compared to
either the stage 1 under a non-cooperative game or the communication groups, we could say that
they ended up much closer to the expected Nash behavior predicted by the self-regarding model
than in a more cooperative outcome. One plausible explanation described in Cardenas et.al (2000)
is that the explicit monetary incentives drove the participants away from a group oriented
behavior and towards a more individualistic actions because of what Frey (1997; Frey and Jegen,
1999) calls the "crowding-out of intrinsic motivations". Notice also that the points in the graph
for the actual data are below the social efficiency curve. This is because under the regulation
regime the penalties result in social losses for the group as a whole and therefore the actual group
earnings should decrease.

5. Beyond the Tragedy: Lessons for studying and teaching commons dilemmas.

a. Institutions and policies for sustainable management of the commons when
information is incomplete.

Many institutional factors determine that individuals produce through their actions
outcomes that are closer or not to a social optimal solution to the CPR or commons dilemma. The
so-called New Institutional Economics school has introduced the problems of transaction costs
and incomplete information into the micro analysis of economic behavior. New theoretical
models, more field work and the expanding experimental evidence show that institutions matter in
economic decision-making in at least the following ways:
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i. In most cases individual preferences involve a combination of self and other
regarding motives and using the homo-economicus model as a start point
has proven useless when individual actions have consequences on others;

ii. Equity and efficiency cannot be separated when contracts cannot be fully
enforced and when information is asymmetric;

iii. Groups can device, through social norms, monitoring and non-pecuniary
incentives, the means for self-governing their conduct when externalities
affect social outcomes;

iv. Intervening through economic material incentives must also take into
account the side-effects on behavior and the risks of triggering negative
reciprocity and the emergence of self-regarding preferences only.

Through a simple sequence of models and a rather elementary experimental design we
have explored some of these issues in the field, and with clear applications to the classroom. It

% seems that it should not be very difficult to introduce these new elements of the institutional
analysis into the textbook teaching and policy debate of the problem of common-pool resources.

b. Lessons for the Classroom, Experimental and Field Research.

Sanz de Santamaria (1992) brings to our attention the value of Paulo Freire's legacy on
the rethinking of the student-teacher and the social scientist-subject relations. Through his own
economic research, Sanz de Santamaria puts it quite well when he highlights the "crucial
importance of the collective participation by academics and the investigated' communities in the
processes of production and use of economic knowledges that will affect the living conditions of
these communities. Attaining this participation requires tremendous efforts in the construction of
communication channels between science (economists) and society (the investigated'
communities). These communication channels can be constructed only if economists are willing
to stop ignoring (abstracting from) in their concrete research practices the cultural complexity
of how the communities they investigate' perceive their own realities" (1992:19).

I clear example can illustrate the value of this rethinking of economic analysis in the case
of experimental work and field work. The community workshops held at each of the three
Colombian villages were conceived as a two-way flow of information. From the researchers to the
community because of a simple ethical reason: we wanted to tell them the reasons for such
exercises, for using monetary incentives and for studying the different rules introduced in the
game. In the opposite direction there was mainly a scientific reason. Given the variation found
across groups, we wanted to ask them plausible explanations of why different behavior happened
within groups and the effects on outcomes. Here the community workshops proved very
powerful. The participants gave a variety of explanations which led me to explore some of the
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hypotheses that I have mentioned before such as the "social distance" hypothesis for some groups
to be more effective through face-to-face communication to increase group earnings. Further,
some pre-conceived hypotheses that the lack of education or age variations could create problems
both methodologically and in terms of the results proved wrong through these conversations.

There is yet another reason for using experimental methods in the field as complementary
to the lab, and it might have to do with the concerns that Loewenstein (1999) rises about the
external validity of experimental economics and the risks that experimental economics still faces.
Field experiments -as compared to experiments with college students- might be useful for
researchers for at least three reasons. First, it can provide an environment in which the
participants in the experiment are more familiar with the theoretical question of the study and
therefore their lab behavior and reactions to institutional changes might be close to reality. And as
mentioned before, their own experience in similar situations might be a powerful source for a
participatory analysis of the problem.. Secondly, a wider variation in certain individual
characteristics of participants such as demographic, economic and cultural variables might be very
useful for explaining experimental behaviors that can be the result of not only experimental
institutions but also personal values and preferences brought into the lab from outside. Such lack
of variation in college students pools might restrict the possibilities of such analysis. And thirdly,
the familiarity among participants in a same group might resemble better the type of good-will
accounting, trust -or lack of it- and recognition that affects much of the decision making in social
dilemmas of this and other kinds. The type of institutions that groups device for governing CPR
dilemmas involve in many cases a history of previous interactions by members and a much higher
probability of exchanges in the future than in the case of a group of students in most cases.

These factors mentioned, some may argue, could bring more noise and framing to the
experiment than in a more controlled and cleaner lab experiment. Indeed they do. The proposition
here is that such noise be used as data instead, and given that real world institutions and forms of
governance form markets, states and communities do frame people every day, and that
participants would find it rather difficult not to bring these into the lab, we might as well account
for them and explain the variation in experimental behavior that the experimenter's institutions
and environment can not.

Similar reflections about the power of using experiments and allowing participants in them
to be part of the analysis hold for the student-teacher relation. Frank (1997) studied if
participating or not in a simple classroom experiment made a difference in terms of academic
performance by students taking a course where the tragedy of the commons is taught. His
experimental design was simple and involving also a commons externality, where five participants
had to decide between allocating one or five cows in a grazing pasture. Five cows was the
dominant strategy which produced an inefficient outcome, and one cow induced the Pareto
optimal solution. His comparison of a multiple choice test performance between those
participating in the experiment, those only being present during the experiment, and those not
exposed to it at all, showed that the latter group performed more poorly while the other two
performed better and in fact with no statistical difference among them.
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An experimental economics principles textbook by Bergstrom and Miller (1996) starts its
Preface like this: "Taking a course in experimental economics is a little like going to a dinner at
a cannibal's house. Sometimes you will be the diner, sometimes you will be part of the dinner,
sometimes both". Not only can the active involvement in a experiment change the process of
teaching with positive results like in Frank's experiments, but it can allow the relation teacher-
student to be more creative to explore such a complex area of economics where there are still
puzzles to be solved. Therefore, can one draw some methodological lessons for those interested in
CPR dilemmas?

i. A lesson for those teaching and prescribing policies about CPR problems:
Bringing the experimental tools to the class might prove effective to get
students not only interested but more creative in the process of
understanding why groups may or may not use common-pool resources in
a sustainable way.

ii. A lesson for those studying the CPR problems using experimental tools: To
bring the lab experiment to the field and learn from, and with, the main
actors, the actual commons users who face in their daily life the decision to
extract more or less fish, more or less firewood, and the decision to
comply, redefine or create rules of self-governance for improving social
outcomes.

In both cases the term 'participant' rather than 'subject' may explain the difference in
approaches about experimental economics. People as subjects are mere sources of data, either
because they respond to a survey or make choices in an experimental design. People as
participants, get involved in the process and contribute from their own perspectives. There is a
major and rather old area of debate in other social sciences about the value of participatory
research, rapid rural appraisal and the like (Perez, 1989; Fals Borda, 1991). Economics has
participated less in the debate and could benefit greatly from considering it. The examples and
arguments given above could be an invitation to the profession.

6. References

Alesina, Alberto and Eliana La Ferrara (1999). 'Participation in Heterogenous Communities". NBER Working
Paper No. 7155. National Bureau of Economic Research.

Andreoni, James (1995). "Cooperation in Public-Goods Experiments: Kindness or Confusion?".
American-Economic-Review; 85(4), September 1995, pages 891-904.

Axelrod, Robert (1984) 'The Evolution of Cooperation". Basic Books HarperCollins.

Baland, Jean-Marie and Jean-Philippe Platteau (1997) "Coordination Problems in Local-level Resource
Management". Journal of Development Economics. Vol. 53 (1997): 197-210.

27



Baland, Jean-Marie and Jean-Philippe Platteau , (1997) "Wealth Inequality and Efficiency in the Commons: The
Unregulated Case", Oxford Economic Papers, vol. 49, 1997.

Baland, Jean-Marie and Jean-Philippe Platteau (1996) "Halting Degradation of Natural Resources : Is There a Role
for Rural Communities?". New York : Oxford University Press, 1996.

Bardhan, Bowles and Gintis (1997) "Wealth Inequality, Wealth Constraints, and Economic Performance".
Forthcoming Handbook on Income Distribution, North Holland, 1998.

Bergstrom, Theodore C. and John H. Miller (1996) "Experiments With Economic Principles" McGraw Hill.
September 1996.

Bowles, Samuel (1999) ""Social Capital" and Community Governance". Focus, Vol. 20, No. 3, Fall 1999: 6-10.

Bowles, Samuel and Herbert Gintis (1997). 'The Evolution of Pro-social Norms in Communities". Department of
Economics. University of Massachusetts. Mimeo. Amherst. 1998

Bromley, D. and Cernea, M. "The Management of the Common Property Natural Resources: Some Conceptual and
Operational Fallacies". World Bank Discussion Paper No. 57. Washington: World Bank, 1989.

Cardenas, Juan Camilo, John K. Stranlund and Cleve E. Willis (2000) "Local Environmental Control and
Institutional Crowding-out". Forthcoming, World Development. Autumn, 2000.

Cardenas, Juan Camilo (2000a) "Rural Institutions, Poverty and Cooperation: Learning from Experiments and
Conjoint Analysis in the Field". Doctoral Dissertation. Department of Resource Economics. University of
Massachusetts Amherst. Amherst, 2000.

Cardenas, Juan Camilo (2000b) "Real Wealth and Experimental Cooperation: Evidence from Field Experiments".
Mimeo. Paper presented at the Fall 1999 Colloquia, Workshop in Political Theory and Policy Analysis.
Bloomington, Indiana University. November 29th, 1999.
Http://www.indiana.edu/~workshop/colloquia/falll999_colloquia.html, and at the Public Choice
Society/ESA Meetings, Charlseton, SC, March 2000.

Cardenas, Juan Camilo (1999c). "Overcoming Asymmetries in Local Commons Dilemmas: Evidence from Field
Experiments". Mimeo. Department of Resource Economics. University of Massachusetts Amherst.
October, 1999.

Chan, Kenenth, Stuart Mestelman, Rob Moir and R. Andrew Muller (1996). "The Voluntary Provision of Public
Goods under Varying Income Distributions". Canadian Journal of Economics. XXIX, No. 1. (1998): 54-
69.

Cornes, Richard and Todd Sandier (1983) "On Commons and Tragedies". American Economic Review, Vol. 73.
No. 4. September 1983.

Dasgupta, Partha, Peter Hammond and Eric Maskin (1980) "On Imperfect Information and Optimal Pollution
Control", Review of Economic Studies 47: 857-860

Dayton-Johnson and P. Bardhan (1996) "Inequality and Conservation on the Local Commons: A Theoretical
exercise". Department of Economics, University of California, Berkeley. Mimeo.

Fals-Borda, Orlando and Muhammad Anisur Rahman. Eds. (1991) "Action and knowledge: breaking the

28



monopoly with participatory action research". Apex Press; London: Intermediate Technology
Publications. 1991.

Fehr, Ernst and Jean-Robert Tyran (1996) "Institutions and Reciprocal Fairness". Nordic Journal of Political
Economy. January 1996. pp. 1-18.

Fehr, Ernst and Simon Gachter (1998) "Reciprocity and Economics: The Economic Implications of Homo
Reciprocans". European Economic Review, 42(3-5), May 1998: 845-859.

Field, Barry C. (1985) "The Optimal Commons". American Journal of Agriculture Economics. P 366-367. May,
1985.

Field, Barry C. (1989) "The Evolution of Property Rights". Kvklos. Vol. 42, Fasc 3: 319-345. 1989.

Frey, Bruno (1997) "Not Just for the Money. An Economic Theory of Personal Motivation". Edward Elgar,
Cheltenham/Brookfield. 1997.

Frey, Bruno S. and Reto Jegen (1999). "Crowding Theory : a Survey of Empirical Evidence". Mimeo. University of
Zurich. July, 1999.

Hardin, Garret. "The Tragedy of the Commons". Science. Vol. 162. pp. 1245-1248. 1968.

Kagel, John H. and Alvin E. Roth, 1995, The Handbook of Experimental Economics, Princeton University Press

Ledyard, John O. 1995. "Public Goods: A Survey of Experimental Research". In Kagel and Roth (eds)
"Handbook of Experimental Economics". Princeton University Press.

Lewis, Tracy (1996) "Protecting the Environment When Costs and Benefits Are Privately Known", Rand Journal
of Economics 27(4), 819-847.

Loewenstein, George (1999) "Experimental Economics From the Vantage Point of Behavioural Economics". The
Economic Journal. 109 (February), F25-F34.

Moir, Robert (1997). "Costly Monitoring and Sanctioning in a Common-Pool Resource Environment". Manuscript
Dept. Economics, U. of Brunswick.

Olson, Mancur (1965) 'The Logic of Collective Action: Public Goods and the Theory of Groups". Cambridge,
Mass., Harvard University Press (1965).

Ostrom, Elinor, Roy Gardner and James Walker (1994). "Rules, games and Common-Pool Resources".
U.Michigan Press. Ann Arbor. 1994.

Ostrom, Elinor (2000) "Collective Action and the Evolution of Social Norms". Forthcoming Journal of Economic
Perspectives.

Ostrom, Elinor (1998) "A Behavioral Approach to the Rational Choice Theory of Collective Action". American
Political Science Review. 92(1) (March): 1-22.

Ostrom, Elinor (1990). "Governing the Commons: The evolution of institutions for collective action". Cambridge ;
New York : Cambridge University Press, 1990.

29



Perez, Edelmira.(1989), "Enfoques Metodologicos Sobre La Investigacion Participativa". Cuadernos De
Agroindustria Y Economfa Rural. No. 20 Primer Semestre de 1988. Universidad Javeriana, Bogota. 1988.

Putnam, R (1993) "Making Democracy Work: civic traditions in modern Italy". Princeton, N.J.: Princeton
University Press, cl993.

Sampson etal. (1997) "Neighborhoods and Violent Crime: A multilevel study of collective efficacy". Science. Vol.
277. 15 August 1997.

Samuel Bowles (forthcoming 2001), Economic Institutions and Behavior: An Evolutionary Approach to
Microeconomics.

Sandier, Todd (1992) "Collective action : Theory and Applications". Ann Arbor. University of Michigan Press,
1992.

Sanz de Santamaria, Alejandro (1992) "Economic science and political democracy". In Ekins and Max-Neef,
Manfred. Eds. Real-life Economics: Understanding Wealth Creation. London: Routledge. 1992.

Segerson, Kathy (1988) "Uncertainty and Incentives for Nonpoint Pollution Control". Journal of Environmental
Economics and Management 15, 87-98.

Spulber, Daniel (1988) "Optimal Environmental Regulation under Asymmetric Information". Journal of Public
Economics 35, 163-181.

Wade (1988) "Village Republics: Economic Conditions for Collective Action in South India". Cambridge
[Cambridgeshire] ; New York : Cambridge University Press, 1988.

Weitzman, Martin (1974) "Free Access vs Private Ownership as Alternative Systems for Managing Common
Property". Journal of Economic Theory; 8(2), June 1974: 225-34.

30


